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1. About This Release
The development release described in this document includes firmware, OS drivers, tools, and host management software for the solutions from Microchip.

1.1 Release Identification
The firmware, software, and driver versions for this release are shown in the following table.

Table 1-1. Release Summary

<table>
<thead>
<tr>
<th>Solutions Release</th>
<th>2.7.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Package Release Date</td>
<td>March 17, 2023</td>
</tr>
<tr>
<td>Firmware Version</td>
<td>5.91&lt;sup&gt;1,2&lt;/sup&gt;</td>
</tr>
<tr>
<td>UEFI Version</td>
<td>2.6.2</td>
</tr>
<tr>
<td>Legacy BIOS</td>
<td>2.6.2</td>
</tr>
<tr>
<td>Driver Versions</td>
<td></td>
</tr>
<tr>
<td>Windows SmartPQI:</td>
<td></td>
</tr>
<tr>
<td>• Windows 2016/2019/2022: 1010.64.0.1037</td>
<td></td>
</tr>
<tr>
<td>• Windows 10/11: 1010.64.0.1037</td>
<td></td>
</tr>
<tr>
<td>Linux SmartPQI:</td>
<td></td>
</tr>
<tr>
<td>• RHEL 7/8/9: 2.1.22-040</td>
<td></td>
</tr>
<tr>
<td>• SLES 12/15: 2.1.22-040</td>
<td></td>
</tr>
<tr>
<td>• Ubuntu 16/18/20/22: 2.1.22-040</td>
<td></td>
</tr>
<tr>
<td>• Debian 10/11: 2.1.22-040</td>
<td></td>
</tr>
<tr>
<td>• Oracle Linux 7/8/9: 2.1.22-040</td>
<td></td>
</tr>
<tr>
<td>• Citrix XenServer 8: 2.1.22-040</td>
<td></td>
</tr>
<tr>
<td>VMware SmartPQI:</td>
<td></td>
</tr>
<tr>
<td>• VMware 7.0/8.0: 4440.0.124</td>
<td></td>
</tr>
<tr>
<td>FreeBSD/Solaris SmartPQI:</td>
<td></td>
</tr>
<tr>
<td>• FreeBSD 12/13: 4390.0.1010</td>
<td></td>
</tr>
<tr>
<td>• Solaris 11: 11.4120.0.1005</td>
<td></td>
</tr>
<tr>
<td>Management Software</td>
<td>4.11.00.25823</td>
</tr>
<tr>
<td>(arcconf, maxView™, Event Monitor, BootUSB)</td>
<td></td>
</tr>
<tr>
<td>PLDM</td>
<td>6.20.8.0</td>
</tr>
</tbody>
</table>

Notes:
1. Downgrading to 1.04 B0 or older builds from this release or prior 1.29 releases may cause the board to not boot or have supercap errors due to an incompatibility in SEEPROMs between this release and prior releases. Refer to the section "3. Updating the Controller Firmware" to downgrade an existing board.
2. If Managed SED is enabled, do not downgrade firmware to version 5.00 or earlier because they do not support Managed SED capabilities. Disable Managed SED if downgrading to firmware versions 5.00 or earlier.
1.2 Components and Documents Included in this Release

Download the firmware, drivers, host management software, and supporting documentation for your HBA1100 controller solution from the Microchip Web site at https://start.adaptec.com

1.3 Files Included in this Release

This release consists of the files listed in the following tables:

Firmware Files

Table 1-2. Firmware Files

<table>
<thead>
<tr>
<th>Component</th>
<th>Description</th>
<th>Pre-Assembly Use</th>
<th>Post-Assembly Use</th>
</tr>
</thead>
<tbody>
<tr>
<td>SmartFWx100.bin</td>
<td>Programmable NOR Flash File Use to program NOR Flash for boards that are already running firmware.</td>
<td>—</td>
<td>X</td>
</tr>
<tr>
<td>SmartFWx100.fup</td>
<td>Programmable NOR Flash File Used for PLDM type 5 firmware flashing for boards that are already running firmware.</td>
<td>—</td>
<td>X</td>
</tr>
</tbody>
</table>

Table 1-3. Firmware Programming Tools

<table>
<thead>
<tr>
<th>Tool</th>
<th>Description</th>
<th>Executable</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arconf romupdate</td>
<td>The command allows to upgrade/downgrade the firmware and BIOS image to the controller.</td>
<td>Refer to Table 1-8</td>
</tr>
<tr>
<td>maxView™ firmware upgrade wizard</td>
<td>The firmware upgrade wizard allows to upgrade/downgrade the firmware and BIOS image to one or more controller(s) of same model in the system.</td>
<td>Refer to Table 1-8</td>
</tr>
</tbody>
</table>

Driver Files

Table 1-4. Windows Storport Miniport SmartPQI Drivers

<table>
<thead>
<tr>
<th>Drivers</th>
<th>Binary</th>
<th>Version</th>
</tr>
</thead>
<tbody>
<tr>
<td>Server 2022, Server 2019 and Server 2016 Windows 10 and 11 (version 22H2)</td>
<td>SmartPqi.sys</td>
<td>x64</td>
</tr>
<tr>
<td></td>
<td>SmartPqi.inf</td>
<td>x64</td>
</tr>
<tr>
<td></td>
<td>Smartpqi.cat</td>
<td>x64</td>
</tr>
</tbody>
</table>

Table 1-5. Linux SmartPQI Drivers for Intel/AMD x64

<table>
<thead>
<tr>
<th>Drivers</th>
<th>Intel/AMD x64</th>
</tr>
</thead>
<tbody>
<tr>
<td>Red Hat Enterprise Linux 9.1, 9.0², 8.7, 8.6, 8.5, 7.9</td>
<td>x64</td>
</tr>
</tbody>
</table>
Drivers | Intel/AMD x64
---|---
SuSE Linux Enterprise Server 12 SP5, SP4 | x64
SuSE Linux Enterprise Server 15 SP4, SP3, SP2 | x64
Oracle Linux 7.9 UEK6U3 | x64
Oracle Linux 9.1, 9.0, 8.7, 8.6 UEK7 | x64
Ubuntu 22.04.2, 22.04.1, 22.04 | x64
Ubuntu 20.04.5, 20.04.4, 20.04 | x64
Ubuntu 18.04.5, 18.04.4, 18.04 | x64
Ubuntu 16.04.5 | x64
Debian 11.5, 10.13 | x64
Citrix xenServer 8.2.1, 8.1, 8.0 | x64
Fedora 37 (inbox only) | x64

Notes:
1. New OS is minimally tested with inbox driver. Full support is expected in the next release.

Table 1-6. Linux SmartPQI Drivers for Arm

Drivers | Cavium ThunderX2 Arm® x64
---|---
Red Hat Enterprise Linux 8.5, 8.4 | X
SuSE Linux Enterprise Server 12 SP5 | X
SuSE Linux Enterprise Server 15 SP3, SP2 | X
Ubuntu 20.04.3 | X
BC Linux 7.7 | X
OpenEuler 20.03 SP3 LTS, 22.03 LTS | X

Table 1-7. FreeBSD, Solaris, and VMware SmartPQI Drivers

Drivers | Version
---|---
FreeBSD 13.1, 12.4 | x64
Solaris 11.4 | x64
VMware 8.0, 7.0 U3/U2/U1 | x64

Host Management Software
### Table 1-8. Host Management Utilities

<table>
<thead>
<tr>
<th>Description</th>
<th>OS</th>
<th>Executable</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARCCONF Command Line Utility</td>
<td>Windows x64</td>
<td>See the Arcconf download package for the OS-applicable installation executable.</td>
</tr>
<tr>
<td></td>
<td>Linux x64</td>
<td></td>
</tr>
<tr>
<td></td>
<td>VMware 7.0 and above</td>
<td></td>
</tr>
<tr>
<td></td>
<td>XenServer</td>
<td></td>
</tr>
<tr>
<td></td>
<td>FreeBSD x64</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Solaris x86</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Linux ARM</td>
<td></td>
</tr>
<tr>
<td>ARCCONF for UEFI</td>
<td>—</td>
<td>Included as part of the firmware downloadable image.</td>
</tr>
<tr>
<td>maxView™ Storage Manager</td>
<td>Windows x64</td>
<td>See the maxView Storage Manager download package for the OS-applicable installation executable.</td>
</tr>
<tr>
<td></td>
<td>VMware 7.0 and above</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Linux x64</td>
<td></td>
</tr>
<tr>
<td></td>
<td>XenServer</td>
<td></td>
</tr>
<tr>
<td>maxView™ vSphere Plugin</td>
<td>VMware 7.0 and above</td>
<td>See the VMware maxView Storage Manager download package for the OS-applicable installation executable.</td>
</tr>
<tr>
<td>Boot USB (offline or pre-boot) for ARCCONF and maxView Storage Manager</td>
<td>Linux x64</td>
<td>See the maxView BootUSB download package for the .iso file.</td>
</tr>
</tbody>
</table>
2. **What's New?**

This section shows what’s new in this release.

2.1 **Features**

The following table lists features supported for this release. Features to be supported in future releases or supported in current release are designated as “X”.

**Table 2-1. Feature Summary**

<table>
<thead>
<tr>
<th>Feature</th>
<th>Supported in this Release</th>
<th>Future Release</th>
</tr>
</thead>
<tbody>
<tr>
<td>UEFI Driver, Boot Support</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Legacy Boot Support</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Dynamic Power Management</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>SMR Drive Support</td>
<td>Enumeration, Unrestricted Command Flow-Through</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>SATL Translation for HA/HM SMR Management</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>Identify All Drive Types</td>
<td>X</td>
</tr>
<tr>
<td>Driver Support</td>
<td>Linux</td>
<td>X</td>
</tr>
<tr>
<td>Out of Band interface selection support of MCTP or PBSI</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Flash Support</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>MCTP BMC Management</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>SED Local Key Management</td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>

2.2 **Fixes**

2.2.1 **Firmware Fixes**

2.2.1.1 **Fixes and Enhancements for Firmware Release 5.91**

This release includes the following fixes and enhancements:

- Added support for a Dual-Actuator drive to return LUN specific information such as Unique WWID and Unique ID.
- Added support to ensure only Microchip-owned SED can be sanitized.
- Disabled the Minimum Power mode.
- Added support for improving secure erase time for disks supporting the WRITE SAME command.
- Added support for switching persistent event log policy without clearing the existing event logs.
- Added support for cascaded expander to uniquely identify the attached enclosure and physical devices.
- Fixed an issue where PLDM event consumer was missing events from the previous boot.
  - Root Cause: PLDM event consumer was initialized before events were put into buffer.
  - Fix: PLDM event consumer is initialized after events are placed in buffer.
  - Risk: Low
• Fixed an issue where the required reason for controller reboot is not getting updated for the sanitize policy change.
  – Root Cause: When the sanitize policy is changed, the firmware updates the NVRAM content of the controller with the new sanitize policy. On the next boot, the firmware uses the NVRAM content to update the current sanitize policy. However, firmware is not updating the reboot required reason for this sanitize policy change.
  – Fix: Firmware will update reboot required reason when the sanitize policy is changed.
  – Risk: Low

• Fixed an issue where the controller reports sanitizing complete on a hot-removed and hot-plugged back in HDD that happens while sanitize is being performed.
  – Root Cause: There was a race condition where the sanitize status was cleared when a hot plug was detected.
  – Fix: Mark status of the hot plug device and do not resume sanitize if that status is set.
  – Risk: Low

• Fixed an issue of the Managed SED adapter password internal lockout wait timeout being reset on system reboot.
  – Root Cause: When a user is in Locked Out state, a message instructs user to either wait for 15 minutes or reboot the system. On reboot, firmware was resetting timer to 15 minutes.
  – Fix: Clear the countdown timer upon reboot to allow the user to enter the adapter password.
  – Risk: Low

• Fixed an issue where firmware is processing additional unlock adapter password request even if the controller is already unlocked.
  – Root Cause: When handling the unlock adapter password request from the host, firmware does not check if the controller is already unlocked or not. However, firmware still processes the request while the controller is unlocked.
  – Fix: During the unlock adapter password request handling, firmware will check if the adapter password is already unlocked and complete the request with an error status.
  – Risk: Low

• Fixed an issue of power surge when too many SATA drives are spinning up simultaneously.
  – Root Cause: During boot, multiple SATA drives were spun up almost simultaneously during RAID metadata read; causing power surge.
  – Fix: Instead of Test Unit Ready command, use the ATA passthrough command with the Check Power mode command to check the power condition to determine whether to spin up the drive or not.
  – Risk: Low

• Fixed an issue where the datastore is updated, when SED is moved to “Otherwise Owned”.
  – Root Cause: When SED is being tagged as “Otherwise Owned”, the datastore of the SED is being updated.
  – Fix: If SED is tagged as “Otherwise Owned”, it must not have its datastore updated.
  – Risk: Low

• Fixed an issue where a hot-added Managed SED is reported to the host before it is fully ready.
  – Root Cause: Firmware is reporting a hot-added Managed SED to the host before the process of unlocking the drive is complete.
  – Fix: Firmware will report the Managed SED to the host when the drive is completely ready.
What's New?

- Risk: Low

• Fixed an issue where on reboot after panic shutdown, Ownership or Revert of the drive is unsuccessful.
  - Root Cause: When “Take Ownership” occurs, several administrative pins are changed from MSID to the new master pin (key). Similarly, when “Revert to OFS (Original Factory State)” occurs, several administrative pins are changed from existing master pin to default MSID.
  - Fix:
    • When Take Ownership or Revert is occurring on the drive, track the start and complete steps of the Ownership or Revert process. On boot, if the tracking information is valid, then revert the drive using the master key.
    • For enterprise drive, during Revert for the change of master pin, if the session authentication fails with STATUS NOT AUTHORIZED, then retry using the other pin (MSID).
  - Risk: Low

• Fixed a controller lock-up issue caused by a Loss of Sync (LOS) during sequential write traffic.
  - Root Cause: The controller SAS hardware state machines are stuck due to the LOS during sequential write traffic.
  - Fix: Issue Reset of the controller SAS hardware.
  - Risk: Low

• Fixed an incorrect treatment of the SMP Discover response with the ATTACHED SATA DEVICE set and ATTACHED SAS DEVICE TYPE bits set to 0.
  - Root Cause: SATA drive is not discovered immediately because the expander did not respond to its X_RDY after a PHY reset sequence. Therefore, the drive delayed the sending of the Device to Host Frame Information Structure (FIS) to the expander. During this window of time, the firmware sends an SMP Discover and the response has the ATTACHED SATA DEVICE bit set but the ATTACHED SAS DEVICE TYPE bits are set to 0. The firmware treats this combination of bits as “no device”.
  - Fix: Treat the SMP discover response with ATTACHED SATA DEVICE bit is set and ATTACHED SAS DEVICE TYPE bits set to 0 as spin up hold.
  - Risk: Low

2.2.2 UEFI Fixes

Note: Microsoft signed and secure boot is supported.

2.2.2.1 Fixes and Enhancements for UEFI Driver 2.6.2/Legacy BIOS 2.6.2

This release includes the following UEFI fixes and enhancements:

• Added HII option, Configure Controller UEFI Driver Health Reporting in the Configure Controller Settings menu to enable or disable reporting controller configuration errors and information using driver health protocol.
• Added an HII option to unset, temporarily suspend and resume controller password options for controller based encryption settings
• The Device Information menu under Disk Utilities is enhanced with multi-LUN information such as WWID and size of multi-LUN devices.
• Added a new HII menu, Configuration, under Configure Controller Settings that permits setting the PCIe maximum read request size and also shows current values of PCIe Max Read Request Size and Max Payload Size.
• Enhanced the temperature sensor location information display under controller information menu to show as location strings.
• Fixed an issue where the Import Foreign Local Key option for Managed SED encryption setting appears even when no foreign devices are present.
  - Root Cause: Eligibility check for foreign import was missing when the controller is in Locked state.
  - Fix: Added an appropriate eligibility check for foreign import when the controller is in Locked state.
  - Risk: Low
• Fixed an issue where system freezes during boot after enabling IOMMU remapping.
2.2.3 Driver Fixes

2.2.3.1 Fixes and Enhancements for Linux Driver Build 2.1.22-040

This release includes the following fixes and enhancements.

- Fixed an issue of sending a command to physical devices during device discovery.
  - Root Cause: The smartPQI driver was sending a SCSI TEST UNIT READY command to physical devices during device discovery. The driver's device discovery thread hung if a physical device failed to complete this command.
  - Fix: The driver no longer sends a SCSI TEST UNIT READY command to physical devices during device discovery. It uses a different method to detect sanitize/erase in progress.
  - Risk: Low

- Fixed an issue where the OS crashes on aarch64 servers using the out-of-box driver during driver initialization.
  - Root Cause: The driver attempts to communicate with the controller firmware using a `writew()` kernel call to a byte aligned address. This works on x86_64 servers but fails on aarch64 systems.
  - Fix: Change the `writew()` to two `writeb()` calls.
  - Risk: Medium

- Fixed an issue where the OS crashes when a drive is hot removed during I/O stress test.
  - Root Cause: An I/O request pointer can be invalid if the block layer provides incorrect multi-queue host tag. This can lead to invalid I/O request pointer deference.
  - Fix: Validate the block layer provided host tag and handle the I/O request pointer properly if an invalid host tag is received.
  - Risk: Low

- Fixed an issue with the driver not mapping full length of PCI BAR 0.
  - Root Cause: The driver is only mapping the controller registers up to and including the PQI standard registers.
  - Fix: Update the length to include the full size of PCI BAR.
  - Risk: Low

2.2.3.2 Fixes and Enhancements for FreeBSD Driver Build 4390.0.1010

- Fixed an issue where a wrong LUN is reset when LUN RESET TMF is issued.
  - Root Cause: While issuing LUN RESET TMF to the second LUN of the Dual-Actuator drive, the first LUN is also reset. In the current code, LUN address and LUN number fields are not updated in `tmf req struture` for multi-LUN devices.
  - Fix: Added changes in IOBypass/RAID TMF structures to send `tmf request` for multi-LUN devices.
  - Risk: Low

- Fixed an issue where the partition information for all LUNs of a multi-actuator drive is reported to be the same after hot-removal and hot-reinsertion of the drive.
  - Root Cause: For a multi-actuator drive, the partition information for LUN1 is reported with the information from LUN0 after a hot-removal and hot-reinsertion of the drive. After hot-reinserting a Multi-Actuator drive, I/O to LUNs is submitted using the RAID path. However, commands sent to Multi-Actuator drives through the RAID path are not handled correctly.
What's New?

- Fix: Added support to send commands to Multi-Actuator drives through the RAID path when needed.
- Risk: Medium

### 2.2.3 Fixes and Enhancements for Solaris Driver Build 11.4120.0.1005

There are no known fixes for this release.

### 2.2.4.4 Fixes and Enhancements for Windows Driver Build 1010.64.0.1037

- Fixed an issue where the Dual-Actuator device is inaccessible after receiving a Report LUN command with an allocation length less than eight.
  - Root Cause: The driver failed to verify whether the allocation length of the Report LUN command was less than eight and updated an invalid LUN number for the Dual-Actuator device.
  - Fix: The driver will not update the LUN number for the Dual-Actuator device when the allocation length of the Report LUN command is less than eight.
  - Risk: Low

- Fixed an issue where BSOD SYSTEM_THREAD_EXCEPTION_NOT_HANDLED is observed in systems containing a significantly large number of CPUs with BIOS setting (Sub-NUMA) SNC4 enabled.
  - Root Cause: The BIOS SNC4 (sub NUMA cluster) switch changes the max CPU group value returned by the OS that exceeds the driver's max group count and causes a buffer overrun. The buffer overrun results in the driver accessing out of range memory triggering a SYSTEM_THREAD_EXCEPTION_NOT_HANDLED BSOD.
  - Fix: Dynamically get the max CPU group value from the OS to avoid the buffer overrun.
  - Risk: Low

### 2.2.3.5 Fixes and Enhancements for VMware Driver Build 4440.0.124

There are no known fixes for this release.

### 2.2.4 Management Software Fixes

#### 2.2.4.1 Fixes and Enhancements for Arcconf/maxView Build 4.11.00.25823

This release includes the following fixes and enhancements for arcconf/maxView:
- Added the Desktop maxView Web Application support where the maxView process starts when the user opens the maxView GUI and the process stops when the user closes the maxView GUI.
- Added support for PCIe Maximum Read Request Size (MRRS) configuration.
- Added Multi-Actuator drive support where maxView and arcconf displays the additional LUN details.
- Added the user configurable option to prevent halting boot process on UEFI driver health.
- Deprecated support Minimum Power mode.
- Fixed an issue where Arcconf was displaying the "Physical Block Size" as "Unknown" for the 16 KB physical block size drives
  - Root Cause: The 16 KB physical block size was not included in the macro and the display string which caused Arcconf to display the string as Unknown.
  - Fix: Added changes to include the 16 KB physical block size in the macro and the display string.
  - Risk: Low

#### 2.2.4.2 Fixes and Enhancements for PLDM Release 6.20.8.0

This release includes the following fixes and enhancements:
- Updated the Redfish resource and annotation schema dictionaries to their latest version available in the DMTF 2022.2 schema bundle. The updated schema dictionary versions are as follows:
  - Annotations: v1.1.1 → v1.2.0
What's New?

• Drive: v1.14.0 → v1.15.0
• Event: v1.7.0 → v1.7.1
• Port: v1.6.0 → 1.7.0
• StorageController: v1.5.0 → v1.6.0
• Storage: v1.12.0 → v1.13.0
• Volume: v1.6.2 → v1.8.0

• Added the following Redfish annotation to the Drive resource:
  – @Redfish.WriteableProperties - LocationIndicatorActive and/or WriteCacheEnabled will conditionally be added to this annotation array depending on support and validation conditions.

• The SensorId field in the GetPDR response for the individual drive temperature NumericSensor PDRs will now be set to the drive's Redfish resourceId.

• Added support for updating the SEP firmware through PLDM Type 5 commands.
  Note: Self-contained activation of the SEP firmware updates is not currently supported with this release.

• Fixed an issue where an UpdateComponent request for a drive will still be accepted with an invalid ComponentImageSize.
  – Symptom: When sending an UpdateComponent request with a ComponentImageSize larger than the specified allowed maximum for a drive, the response's ComponentCompatibilityResponse value is that the component can be updated when it cannot be updated.
  – Root Cause: No check in UpdateComponent for when a component image size is too large for a physical drive. The maximum component image size allowed for a drive is 16 MiB.
  – Fix: Added a component image size check for a physical drive in UpdateComponent.
  – Risk: Low

• Fixed an issue where DurableName associated with each LUN on a Multi-Actuator drive is published with incorrect values.
  – Symptom: Identifiers.DurableName for each LUN on a Multi-Actuator drive resource is the same.
  – Root Cause: The API which fetches DurableName for Multi-Actuator drives was working incorrectly.
  – Fix: Fixed the API that fetches DurableName for Multi-Actuator drives.
  – Risk: Low

• Fixed an issue where an incorrect extended error message was sent when attempting a SecureErase ACTION on a SED that is not in its OFS.
  – Symptom: Attempting the Drive.#SecureErase ACTION on a SED that is not in OFS will fail with the extended error message ActionNotSupported instead of the expected ResourceInUse.
  – Root Cause: A change in firmware behavior to strip support for the drive sanitize patterns from non-OFS SEDs' IDPD response caused a preemption of the non-OFS check in the SecureErase request validation code.
  – Fix: Added a check of SED status when no sanitize erase patterns are supported by the drive to help determine the most appropriate extended error to send.
  – Risk: Low

• Fixed an issue where the updateTime field in the GetPDRRepositoryInfo command response was not being updated correctly.
  – Symptom: The update time fields in the GetPDRRepositoryInfo response are empty.
  – Root Cause: The update time was not maintained by PLDM.
  – Fix: Added code to track the update time as well as fill in the update time fields in the response.
  – Risk: Low

• Fixed an issue where duplicate entries for an expander were seen in the Type 5 downstream device inventory.
  – Symptom: The value for the ‘Box’ portion of the ServiceLabel identifier for a Storage Enclosure Processor (SEP) is being reported incorrectly.
  – Root cause: The APIs that were being used to determine SEP location were designed primarily for use with drives instead of SEPs.
  – Fix: Modified the construction of the ServiceLabel identifier to use the appropriate APIs to fetch the Port and Box segments.
What's New?

- Risk: Low
  - Fixed an issue where a DriveOffline Redfish alert is not sent when a Drive resource begins a sanitize operation.
    - Symptom: When a Drive resource is in the Predictive Failure state and the drive is undergoing a sanitize operation, a DrivePredictiveFailure alert is generated, but a DriveOffline alert is not generated.
    - Root Cause: When the drive is sanitizing, the logic to push a DriveOffline alert was not hit if the Drive resource is also in a Predictive Failure state.
    - Fix: Corrected the logic such that a DrivePredictiveFailure alert will be generated along with DriveOffline alert with a severity of OK.
      This fix also adds the following changes:
      - DrivePredictiveFailureCleared alert will now be generated along with a DriveOfflineCleared alert.
      - DriveOK alert will be now be generated along with DriveOffline alert with a severity of OK when the Drive's health changes from something other than OK to OK.
- Risk: Medium
  - Fixed an issue where incorrect CapabilitiesDuringUpdate flags were set for UBM PICs which do not support firmware updates.
    - Symptom: PLDM type 5 GetDownstreamFirmwareParameters command returns CapabilitiesDuringUpdate with CAN_BE_UPDATED bit set for UBM backplane PICs which cannot be updated.
    - Root Cause: There was no logic to check if the UBM PIC firmware can be updated or not when sending the response for the GetDownstreamFirmwareParameters command.
    - Fix: Added logic to return ComponentActivationMethods and CapabilitiesDuringUpdate to be ZERO when the UBM firmware PIC cannot be updated.
- Risk: Low
  - Fixed an issue where an unflashable SMP PSOC device was appearing in the Type 5 downstream device inventory.
    - Symptom: QueryDownstreamIdentifiers and the other associated Type 5 downstream device inventory commands erroneously return a device for the enclosure SEP with the device number 380 when this device number is reserved for an unflashable SMP PSOC.
    - Root Cause: The enclosure SEP enumeration did not have appropriate logic in place to filter out devices that were not of a type other than SEP.
    - Fix: Revised the SEP enumeration to not return device numbers that point to devices other than enclosure SEPs.
  - Risk: Low
  - Fixed an issue where hot-removed SEPs could prevent other remaining SEPs from being included in the Type 5 downstream device inventory.
    - Symptom: The SEP inventory returned by the Type 5 downstream device inventory commands did not agree with the SEP count returned by the controller firmware.
    - Root Cause: Hot-removed SEPs persist in the controller firmware response as a zeroed slot. When this occurred at the beginning of the array in the firmware response, enumeration of any other SEP device numbers in the array was prevented.
    - Fix: Added logic to ignore zeroed entries in the firmware response when enumerating SEPs. This allows subsequent non-zero entries to be returned by the enumeration API.
  - Risk: Low
  - Fixed an issue where a controller firmware update through PLDM fails if the final requested image segment is smaller than the spec-defined minimum transfer size.
    - Symptom: When updating controller firmware through PLDM Type 5, certain firmware images fail the image size validation check performed when the Type 5 State Machine is in the VERIFY state.
    - Root Cause: The RequestFirmwareData command used to download the firmware image data from the Update Agent has a minimum transfer size of 32 bytes. If the last transfer request needs less than this amount of image data, a padded transfer is requested so that 32 bytes of image + padding is received. In cases where this condition is met, an error in the calculation of the size of the last image transfer to the controller's collect buffer caused more data to be sent to the buffer than expected.
    - Fix: Corrected the calculation of the final collect buffer transfer size to correctly omit the final transfer padding.
2.3 Limitations

2.3.1 General Limitations
This release includes the following general limitation:

• The following are the limitations of Multi-Actuator:
  – Supports only
    • HBA drive
    • Windows/Linux/VMware
    • Intel/AMD
    • UEFI mode (for multi-LUN display)

2.3.2 Firmware Limitations

2.3.2.1 Limitations for Firmware Release 5.91
This release includes the following firmware limitations:

• Receive Diagnostic command sent through out-of-band MCTP observes a fatal error for the Supported Diagnostic page and the Configuration Diagnostic page.
  – Workaround: None
• A reboot during a controller firmware update through PLDM can make the controller go offline.
  – Workaround:
    • Controller firmware flashing through other tools like Arcconf
    • Do not perform a reboot during the controller firmware flashing process through the PLDM path
• A firmware update causes the UART log buffer (Serial Output Buffer) to be reinitialized, since the DDR gets reinitialized.
  – Workaround: None
• Persistent Event Logs (PEL) will be cleared if,
  • Upgrading from firmware releases prior to 5.61 to 5.61 or later firmware releases.
  • Downgrading from firmware releases 5.61 or later to firmware releases prior to 5.61.

2.3.2.2 Limitations for Firmware Release 1.32 Build 0
• Firmware release 1.32b0 may become unresponsive while attempting to flash firmware or execute other RAID logical drive operations.
  – Description: Refer to entry "Fixed an issue where firmware may become unresponsive while attempting to flash firmware or execute other RAID logical drive operations" in the Firmware fixes section.
  – A fix for this issue is available in the 1.60 B0 firmware release. If a firmware flash failure is occurring, try the following workarounds:
    • Workaround: If there are no target devices (expanders or drives) attached to the controller, attach a target device to the controller and try the host management operation again.
    • Workaround: If the system is operating using UEFI, the HII tool can be used to flash the firmware to this release as outlined in the Microchip SmartIOC 2100/SmartROC 3100 Installation and User’s Guide (ESC-2170577), appendix entry "Updating the SmartIOC 2100/SmartROC 3100 Controller Firmware”.
    • Workaround: If there are target devices attached to the controller and this issue occurs or none of the workarounds can be used, contact Microchip Support.

2.3.3 UEFI Limitations

2.3.3.1 Limitations for UEFI Build 2.6.2/Legacy BIOS Build 2.6.2
There are no known limitations for this release.
2.3.4 Driver Limitations

2.3.4.1 Limitations for Linux Driver Build 2.1.22-040

This release has the following Linux limitation:

- This release includes the following limitation when doing a driver injection (DUD) install. On some distributions (RHEL7.9, RHEL8.2, RHEL8.3, SLES15SP2, SLES15SP3, OpenEuler 22.03LTS), the DUD install will hang if an attached drive (either HBA mode or logical drive) has Write Cache enabled.
  - Workaround: There are two workarounds for this issue:
    - Make sure the Write Cache is disabled for any attached drive.
    - For RHEL7.9/8.2/8.3 and OpenEuler 22.03LTS, add `rd.driver.blacklist=smartpqi` to the grub entry along with `inst.dd`.
  - RHEL driver injection (DUD) install where OS ISO is mounted as virtual media on BMC based servers (non-ILO). Installer will hang after driver injection. Reported on RHEL 8.5, 8.6, 9.0 and 9.1.
    - Workaround: There are two workarounds for this issue:
      - Load OS from USB device instead of virtual media.
      - Load OS from virtual media but initiation ISO verification (media test) during install followed by ESC to cancel media test.
  - Oracle 9 UEK 7 kernel causes SmartPQI rpm dependency failures. This is an issue with how the kernel package was created by Oracle. Correct UEK7 kernel for Oracle 9 is expected in the mid-October UEK7 release, version number still pending.
    - Note: This does not affect Oracle 8 UEK 7.
      - Workaround: Install the rpm using `--nodeps` when dependency failures occur.
        - For SmartPQI driver versions > 2.1.20-020 and UEK7 kernels >= 5.15.0-3.60.2.el9uek.x86_64, the SmartPQI rpm will install normally.
        - For UEK7 kernels < 5.15.0-3.60.2.el9uek.x86_64, install the SmartPQI rpm using the `--nodeps`.
  - On AMD/RHEL 7.9 systems, the system might panic due to a bug in the IOMMU module. For details, see https://lore.kernel.org/linux-iommu/20191018093830.GA26328@suse.de/t/
    - Workaround: Disable the IOMMU setting option in BIOS.
  - When multiple controllers are in a system, udev(systemd) can timeout during kdump/kexec resulting in an incomplete kdump operation. The usual indication of the timeout is the console log entry: “scsi_hostX: error handler thread failed to spawn, error = -4”.
    - Workaround: There is a workaround for this issue which involves extending the udev(systemd) timeout during a kdump operation.
      - The steps to increase the timeout for udev(systemd) are:
        1. `vi /etc.sysconfig/kdump`
        2. `add udev.event-timeout=300 to KDUMP_COMMANDLINE_APPEND`
        3. `systemctl restart kdump`
        4. `systemctl status kdump`
  - On some distributions (including XenServer 8.1 LTS, Ubuntu 18.04.5 LTS), only one Multi-Actuator drive LUN is displayed in the OS installation menu.
    - Workaround: Inject/Load the OOB driver during OS installation. Go to console mode (Ctrl+Alt+F2), issue the command “mmmod smartpqi” followed by “modprobe smartpqi”. Exit console mode (Ctrl+Alt+F1) and proceed to the Primary disk selection screen in the GUI.
    - On some distributions (including RHEL 9.0/oracle Linux 9.0), user is unable to inject the OOB driver (DUD) during install when a multi-actuator drive is attached.
    - Workaround: Install using the inbox driver, complete OS installation, then install the OOB driver.

2.3.4.2 Limitations for Windows Driver Build 1010.64.0.1037

This release includes the following limitation:

- In certain circumstances, the installation may fail on Windows Server 2016 and Windows 2012 R2 after selecting drives.
• Workaround: Follow these steps to ensure drives are clean and all partitions are removed before beginning a new installation:
  a. Hit Shift + F10 to open command prompt
  b. Type Diskpart
  c. Type List Disk
  d. Select the disk you want to clean. For example, to select Disk 0 type select disk 0.
  e. Type Clean

### 2.3.4.3 Limitations for FreeBSD Driver Build 4390.0.1010
There are no known limitations for this release.

### 2.3.4.4 Limitations for Solaris Driver Build 11.4120.0.1005
There are no known limitations for this release.

### 2.3.4.5 Limitations for VMware Driver Build 4440.0.124
This release includes the following limitations:

- A controller lockup might occur when using VMDirectPath on an single processor AMD system. Lockup has only been seen with in a Linux Guest VM.
  - Workaround: None

### 2.3.5 Management Software Limitations

#### 2.3.5.1 Limitations for Arcconf/maxView Build 4.11.00.25823
There are no known limitations for this release.

#### 2.3.5.2 Limitations for PLDM Release 6.20.8.0
There are no known limitations for this release.

### 2.3.6 Hardware Limitations
This release includes the following hardware limitations:

- Two Wire Interface (TWI) address conflicts can cause system DDR memory to not be discovered.
  - Description: The HBA1100 boards include two TWI targets on the host-facing SMBUS interface with the following slave addresses:
    - 0xA0 – Field Replaceable Unit (FRU) SEEPROM
    - 0xDE – PBSI (default)

    According to the JEDEC specification, the default TWI addresses for the DDR SPD is 0xA0-0xAE (the spec uses 7 bit addressing which is 0x50-0x57). On platform system board designs with SMBUS wiring that has both PCIe slots and DDR slots shared on the same TWI bus, the TWI devices for the DDR and Smart controller are exposed to address conflicts which can result in the system memory not being discovered. The Smart controller PBSI interface defaults to a value of 0xDE (0x6F in 7-bit addressing) and is not a problem unless it is changed to an address that conflicts with the JEDEC defined values. The Smart controller FRU SEEPROM is hardwired to 0xA0.
  - Workaround: None available. If this issue is encountered, contact your Microchip support engineer to determine the next steps for your system.
  - Performance with workaround: Not applicable
  - Performance without workaround: Not applicable
3. Updating the Controller Firmware

This section describes how to update the board’s firmware components to the latest release.

### Important
If Managed SED is enabled, do not downgrade firmware to version 5.00 or earlier because they do not support Managed SED capabilities. Disable Managed SED if downgrading to firmware versions 5.00 or earlier.

#### 3.1 Updating the Controller Firmware

This procedure describes how to prepare your board to be programmed with the latest firmware.

**Note:**
1. Complete these procedures exactly as described for proper functionality. If you do not follow all of the steps correctly, you could encounter unusual runtime behavior.

**Flashing the board to the latest firmware:**

This section describes how to update all the firmware components on HBA 1100 Adapter boards to the latest release.

**If the controller is currently running 1.60 b0 firmware or newer, follow these steps:**

1. **Mandatory:** Flash the target with the provided "SmartFWx100.bin" image with arcconf/maxView software.
2. **Mandatory:** Use the OS shutdown/restart operation to gracefully reboot the system to complete the firmware update process.

**Note:**
After completing the firmware update, if the firmware version is still showing the prior version, retry the firmware update steps.

**If the controller is currently running 1.32 b0 firmware, follow these steps:**

1. **Mandatory:** Flash the target with the provided "SmartFWx100.bin" image with arcconf/maxView software.
   - If the arcconf/maxView software becomes unresponsive or hangs then power cycle the system to recover and refer to firmware limitation section 2.3.2.2. Limitations for Firmware Release 1.32 Build 0.
2. **Mandatory:** If flashing completes, use the OS shutdown/restart operation to gracefully reboot the system to complete the firmware update process.

**Note:**
After completing the firmware update, if the firmware version is still showing the prior version, retry the firmware update steps.

**If the controller is currently running 1.04 b0 firmware, follow these steps:**

1. **Mandatory:** Flash the controller with the provided "SmartFWx100_v1.29_b314.bin" image with arcconf/maxView software.
2. **Mandatory:** Reboot the system to refresh all components.
3. **Mandatory:** Flash the target with the provided “SmartFWx100.bin” image with arcconf/maxView software.
4. **Mandatory:** Use the OS shutdown/restart operation to gracefully reboot the system to complete the firmware update process.

At this point, the controller would be updated and would be ready to use. Install the SmartPQI driver and the latest version of the Arcconf/maxView management utility to monitor and configure the controller.

**Note:** Downgrading firmware could lead to unexpected behavior due to an incompatibility in SEEPROMs between this release and the prior release.
4. Installing the Drivers

See the "Microchip Adaptec® HBA 1100 Series Host Bus Adapters Installation and User's Guide (DS0004281D, previously ESC-2161232)" for complete driver installation instructions.
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<td>Fax: 39-0331-742611</td>
</tr>
<tr>
<td></td>
<td>Tel: 86-29-8833-7252</td>
<td>Malaysia - Penang</td>
<td>Fax: 39-0331-466781</td>
</tr>
<tr>
<td></td>
<td>China - Xiamen</td>
<td>Tel: 86-2-554-7200</td>
<td>Italy - Padova</td>
</tr>
<tr>
<td></td>
<td>Tel: 86-592-2388138</td>
<td>Malaysia - Penang</td>
<td>Tel: 39-049-7625286</td>
</tr>
<tr>
<td></td>
<td>China - Zhumai</td>
<td>Tel: 86-2-554-7200</td>
<td>Netherlands - Drunen</td>
</tr>
<tr>
<td></td>
<td>Tel: 86-756-3210040</td>
<td>Malaysia - Penang</td>
<td>Tel: 31-416-690399</td>
</tr>
<tr>
<td></td>
<td>China - Zhumai</td>
<td>Tel: 86-2-554-7200</td>
<td>Fax: 31-416-690340</td>
</tr>
<tr>
<td></td>
<td>Tel: 86-756-3210040</td>
<td>Malaysia - Penang</td>
<td>Norway - Trondheim</td>
</tr>
<tr>
<td></td>
<td>China - Zhumai</td>
<td>Tel: 86-2-554-7200</td>
<td>Tel: 47-72864388</td>
</tr>
<tr>
<td></td>
<td>Tel: 86-756-3210040</td>
<td>Malaysia - Penang</td>
<td>Poland - Warsaw</td>
</tr>
<tr>
<td></td>
<td>China - Zhumai</td>
<td>Tel: 86-2-554-7200</td>
<td>Tel: 48-22-3325737</td>
</tr>
<tr>
<td></td>
<td>Tel: 86-756-3210040</td>
<td>Malaysia - Penang</td>
<td>Romania - Bucharest</td>
</tr>
<tr>
<td></td>
<td>China - Zhumai</td>
<td>Tel: 86-2-554-7200</td>
<td>Tel: 40-21-407-87-50</td>
</tr>
<tr>
<td></td>
<td>Tel: 86-756-3210040</td>
<td>Malaysia - Penang</td>
<td>Spain - Madrid</td>
</tr>
<tr>
<td></td>
<td>China - Zhumai</td>
<td>Tel: 86-2-554-7200</td>
<td>Tel: 34-91-708-08-90</td>
</tr>
<tr>
<td></td>
<td>Tel: 86-756-3210040</td>
<td>Malaysia - Penang</td>
<td>Fax: 34-91-708-08-91</td>
</tr>
<tr>
<td></td>
<td>China - Zhumai</td>
<td>Tel: 86-2-554-7200</td>
<td>Sweden - Gothenberg</td>
</tr>
<tr>
<td></td>
<td>Tel: 86-756-3210040</td>
<td>Malaysia - Penang</td>
<td>Tel: 46-31-704-60-40</td>
</tr>
<tr>
<td></td>
<td>China - Zhumai</td>
<td>Tel: 86-2-554-7200</td>
<td>Sweden - Stockholm</td>
</tr>
<tr>
<td></td>
<td>Tel: 86-756-3210040</td>
<td>Malaysia - Penang</td>
<td>Tel: 46-8-5090-4654</td>
</tr>
<tr>
<td></td>
<td>China - Zhumai</td>
<td>Tel: 86-2-554-7200</td>
<td>UK - Wokingham</td>
</tr>
<tr>
<td></td>
<td>Tel: 86-756-3210040</td>
<td>Malaysia - Penang</td>
<td>Tel: 44-118-921-5800</td>
</tr>
<tr>
<td></td>
<td>China - Zhumai</td>
<td>Tel: 86-2-554-7200</td>
<td>Fax: 44-118-921-5820</td>
</tr>
</tbody>
</table>