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Microsemi Adaptec Product Support

If you have questions about installing or using your Microsemi® Adaptec® product, check this document
first—you will find answers to most of your questions. If you need further assistance, use the support
options listed below. To expedite your service, have your computer in front of you.

Note: Please visit the Support section of www.adaptec.com for the most up to date contact
information.

Self Help and Support in English

Visit our Web site at www.adaptec.com.

Search the Adaptec Support Knowledgebase (ASK) at ask.adaptec.com for articles, troubleshooting
tips, and frequently asked questions for your product.

For support via e-mail, submit your question at ask.adaptec.com.

To contact Technical Support, visit our product support site at start.adaptec.com and click on
"Contact Support" for options.

Technische Informationen und Support in Deutsch

Besuchen Sie unsere Webseite www.adaptec.com/de-de

Suchen Sie in der Adaptec Support Knowledgebase (ASK) unter ask-de.adaptec.com nach Artikeln,
Tipps zur Fehlerbehebung und haufig gestellten Fragen zu Ihrem Produkt.

Support per Email erhalten Sie unter ask-de.adaptec.com.

Um den Technischen Support zu kontaktieren, besuchen Sie uns bitte unter start.adaptec.com und
klicken Sie auf ,Support kontaktieren®, fir Auswahlmaoglichkeiten.

TexHU4YecKana nogaepixka u MH¢OpMaLI,M$I Ha PYCCKOM A3blKe

MocewaeTe Haw calT www.adaptec.com/ru-ru/.

ba3a 3HaHuI Adaptec (ASK) Ha caiiTe ask-ru.adaptec.com ask-ru.adaptec.com — cTaTbm, coBeTbI NO
YCTPaHeHM1IoO HenCNpaBHOCTEN U YacTo 3aZlaBaemble BOMPOChI 0 Bawem npoaykre.

[Ons noaaepsKKu no s/eKTPOHHOM NnoyTe oTnpaBbTe Baw 3anpoc Ha caliTe ask-ru.adaptec.com
[Ons obpaweHna B cnyby TexHuueckon MoaaepKku, noxanyincra, nocetuTe Haw web cant
start.adaptec.com u ncnonb3yiTe ccbinky "Contact Support".

BAETOHEMRRE Y K—F

oy T 7Y 4 b, www.adaptec.com/ja-jp ZTEBEL T,

ask.adaptec.co.jp ®Adaptec Support Knowledgebase (ASK)T. HFEWCORZDER b> TV 21—
TAavIDEY b, KL<HBEMERRLTLIEEL,

EX—JUTOHYR— kI ask.adaptec.co.jp hSBRIZEZE > TLEELY,

T ZAIVTR—NDOV 20 bTBITIE. 84T T 71 bstart.adaptec.com% ZEITx Y. "Contact
Support“Zz7 ') w7 LTFEWL,
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Software License Agreement

PLEASE READ CAREFULLY: THE USE OF THIS SOFTWARE IS SUBJECT TO THE SOFTWARE LICENSE TERMS
OF MICROSEMI, INC. AND OTHER LICENSORS WHOSE SOFTWARE MAY BE BUNDLED WITH THIS PRODUCT.

BY YOUR USE OF THE SOFTWARE INCLUDED WITH THIS PRODUCT YOU AGREE TO THE LICENSE TERMS
REQUIRED BY THE LICENSOR OF THAT SOFTWARE, AS SET FORTH DURING THE INSTALLATION PROCESS.
IF YOU DO NOT AGREE TO THE LICENSE TERMS APPLICABLE TO THE SOFTWARE, YOU MAY RETURN THE
ENTIRE UNUSED PRODUCT FOR A FULL REFUND.

In return for acquiring a license to use the Microsemi software, which may include software from third
party licensors and patches made available by Microsemi (“Software”), and the related documentation,
you agree to the following terms and conditions:

1. License. This Agreement grants you, the Licensee, a license to:

a. Use the Software on a single computer system, which is not intended for use by more than five
(5) users; and:

b. Make one copy of the Software in machine readable form solely for back-up purposes, provided
you reproduce Microsemi's copyright proprietary legends. Notwithstanding the foregoing, the
Software may be used on the home, laptop or other secondary computer of the principal user
of the Software, and an additional copy of the Software may be made to support such use. As
used in this license, the Software is “in use” when it is either loaded into RAM or installed on a
hard disk or other permanent memory device. The Software may be “in use” on only one computer
at any given time. (Different license terms and fees are applicable for networked or multiple user
applications.) As a specific condition of this license, you agree to use the Software in compliance
with all applicable laws, including copyright laws, and that you will not copy, transmit, perform
or distribute any audio or other content using the Software without obtaining all necessary
licenses or permissions from the owner of the content.

2. Restrictions. You may not distribute copies of the Software to others or electronically transfer the
Software from one computer to another over a network. You may not post or otherwise make
available the Software, or any portion thereof, in any form, on the Internet. You may not use the
Software in a computer service business, including in time sharing applications. The Software contains
trade secrets and, in order to protect them, you may not decompile, reverse engineer, disassemble,
or otherwise reduce the Software to a human-perceivable form. YOU MAY NOT MODIFY, ADAPT,
TRANSLATE, RENT, LEASE, LOAN, RESELL FOR PROFIT, DISTRIBUTE, NETWORK OR CREATE DERIVATIVE
WORKS BASED UPON THE SOFTWARE OR ANY PART THEREOF.

3. Ownership of Software. As Licensee, you own the media upon which the software is recorded or
fixed, but Microsemi and its licensors retain title and ownership of the Software recorded on the
original media and all subsequent copies of the Software, regardless of the form or media in which
or on which the original and other copies may exist. This license is not a sale of the Software or any

copy.

4. Confidentiality. You agree to maintain the Software in confidence and that you will not disclose the
Software to any third party without the express written consent of Microsemi. You further agree to
take all reasonable precautions to preclude access of unauthorized persons to the Software.

5. Term. This license is effective until January 1, 2045, unless terminated earlier. You may terminate
the license at any time by destroying the Software (including the related documentation) together
with all copies or modifications in any form. Microsemi will have the right to terminate our license
immediately if you fail to comply with any term or condition of this Agreement. Upon any termination,
including termination by you, you must destroy the Software (including the related documentation),
together with all copies or modifications in any form.
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Special Terms Applicable to Databases. Where a database is included with the Software, you
acknowledge that it is licensed only in connection with the use of the Software to perform disc
creation, and that the database and all data derived therefrom must be maintained in confidence
in accordance with the provisions of Section 4. This license does not grant you any rights to distribute
or disclose such database or data.

Limited Warranty. Microsemi and its Licensor warrant only that the media upon which the Software
is furnished will be free from defects in material or workmanship under normal use and service for
a period of thirty (30) days from the date of delivery to you. MICROSEMI AND ITS LICENSORS DO
NOT AND CANNOT WARRANT THE PERFORMANCE OR RESULTS YOU MAY OBTAIN BY USING THE
SOFTWARE OR DOCUMENTATION. THE FOREGOING STATES THE SOLE AND EXCLUSIVE REMEDIES
MICROSEMI AND ITS LICENSORS WILL PROVIDE FOR BREACH OF WARRANTY. EXCEPT FOR THE
FOREGOING LIMITED WARRANTY, MICROSEMI AND ITS LICENSORS MAKE NO WARRANTIES,
EXPRESSED OR IMPLIED, INCLUDING, BUT NOT LIMITED, AS TO NON-INFRINGEMENT OF THIRD PARTY
RIGHTS, MERCHANTABILITY OR FITNESS FOR A PARTICULAR PURPOSE. Some states do not allow the
exclusion of implied warranties or limitations on how long an implied warranty may last, so the
above limitations may not apply to you. This warranty gives you specific legal rights and you may
also have other rights which vary from state to state.

The entire liability of Microsemi and its licensors, and your exclusive remedy for a breach of this
warranty, shall be:

a. The replacement of any media not meeting the above limited warranty which is returned to
Microsemi; or:

b. if Microsemi or its distributor is unable to deliver replacement media which is free from defects
in materials or workmanship, you may terminate this Agreement by returning the Software and
your money will be refunded.

. Limitation of Liability. IN NO EVENT WILL MICROSEMI OR ITS LICENSORS BE LIABLE TO YOU FOR ANY

INCIDENTAL, CONSEQUENTIAL OR INDIRECT DAMAGES, INCLUDING ANY LOST PROFITS, LOST SAVINGS,
OR LOSS OF DATA, EVEN IF MICROSEMI OR A LICENSOR HAS BEEN ADVISED OF THE POSSIBILITY OF
SUCH DAMAGES, OR FOR ANY CLAIM BY ANY OTHER PARTY. Some states do not allow the exclusion
or limitation of special, incidental, or consequential damages, so the above limitation or exclusion
may not apply to you.

Export. You acknowledge that the laws and regulations of the United States and other countries
may restrict the export and re-export of the Software. You agree that you will not export or re-export
the Software or documentation in any form in violation of applicable United States and foreign law.

Government Restricted Rights. The Software is subject to restricted rights as follows. If the Software
is acquired under the terms of a GSA contract: use, reproduction or disclosure is subject to the

restrictions set forth in the applicable ADP Schedule contract. If the Software is acquired under the
terms of a DoD or civilian agency contract, use, duplication or disclosure by the Government is subject
to the restrictions of this Agreement in accordance with 48 C.F.R. 12.212 of the Federal Acquisition
Regulations and its successors and 49 C.F.R. 227.7202-1 of the DoD FAR Supplement and its successors.

. General. You acknowledge that you have read this Agreement, understand it, and that by using the

Software you agree to be bound by its terms and conditions. You further agree that it is the complete
and exclusive statement of the agreement between Microsemi and you, and supersedes any proposal
or prior agreement, oral or written, and any other communication between Microsemi and you
relating to the subject matter of this Agreement. No additional or any different terms will be
enforceable against Microsemi unless Microsemi gives its express consent, including an express
waiver of the terms of this Agreement, in writing signed by an officer of Microsemi. You assume full
responsibility for the use of the Software and agree to use the Software legally and responsibly. This
Agreement shall be governed by California law, except as to copyright matters, which are covered
by Federal law. This Agreement is deemed entered into at Sunnyvale, California by both parties.
Should any provision of this Agreement be declared unenforceable in any jurisdiction, then such
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provision shall be deemed severable from this Agreement and shall not affect the remainder hereof.
All rights in the Software not specifically granted in this Agreement are reserved by Microsemi.

Should you have any questions concerning this license, contact:

Microsemi Corporation
Legal Department

One Enterprise

Aliso Viejo, CA 92656
(949) 380-6100
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About this Guide

maxView Storage Manager™ is a browser-based software application that helps you build a storage
space using Microsemi Adaptec RAID controllers, disk drives, and enclosures, and then manage your
stored data, whether you have a single RAID controller installed in a server or multiple controllers,
servers, and enclosures.

This guide describes how to install and use maxView Storage Manager to build and manage direct
attached storage; that is, storage where the controller and disk drives reside inside, or are directly
attached to, the computer accessing them, similar to the basic configurations shown in the figures
below.

Note: This guide focuses on using maxView Storage Manager with Microsemi Adaptec Series
6/7/8 controllers (RAID/HBA). For information about using maxView Storage Manager with
Microsemi Smart-family controllers, see How to Find More Information on page 14.

Server with Adaptec RAID ~ System running maxView
controller and disk drives Storage Manager

Network
Connection

Server with Adaptec RAID System running maxView  Server with Adaptec RAID controller ~ Storage enclosures with
controller and disk drives Storage Manager running maxView Storage Manager disk drives installed

What You Need to Know Before You Begin

This guide is written for data storage and IT professionals who want to create a storage space for the
online data. You should be familiar with computer hardware, operating system administration, and
Redundant Array of Independent Disks (RAID) technology.

ir

If you are using maxView Storage Manager as part of a complex storage system, with multiple servers,
enclosures and RAID controllers, you should be familiar with network administration, have knowledge

of Local Area Networks (knowledge of storage area networks (SANSs) is not required), and be familiar

with the input/output (I/0) technology of the storage devices on your network, such as Serial ATA (SATA)

or Serial Attached SCSI (SAS).

Note: Because this guide covers multiple Microsemi Adaptec RAID products, some of the features

and functions described may not be available for your controller or enclosure.
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Terminology Used in this Guide

Because this guide provides information that can be used to manage multiple Microsemi Adaptec RAID
products in a variety of configurations, the generic term “storage space” is used to refer to the
controller(s), disk drives, and systems being managed with maxView Storage Manager.

For efficiency, the term “component” or “components” is used when referring generically to the physical
and virtual parts of your storage space, such as systems, disk drives, controllers, and logical drives.

Many of the terms and concepts referred to in this guide are known to computer users by multiple
names. In this guide, this terminology is used:

e Controller (also known as adapter, board, or 1/O card)

e Disk drive (also known as hard disk, hard drive, or hard disk drive)

e Solid State Drive (also known as SSD or non-rotating storage media)
e Logical drive (also known as a logical device or array)

e System (also known as a server, workstation, or computer)

e Enclosure (also known as a storage enclosure or disk drive enclosure)

How to Find More Information

You can find more information about your Microsemi Adaptec RAID controller, management software,
and utilities by referring to these documents, available for download at start.adaptec.com:

e Readme.txt—Includes product information and known issues.

* Microsemi Adaptec RAID Controllers Installation and User's Guide—Provides complete information
on how to install and configure your Microsemi Adaptec RAID controller and attach devices.

e Microsemi Adaptec RAID Controllers Command Line Utility User's Guide—Describes how to use
ARCCONF, the Microsemi Adaptec RAID Controller Configuration command line utility, to perform
basic storage management tasks.

e Microsemi Adaptec Event Monitor User's Guide—Describes how to use the Event Monitor utility
to monitor the Microsemi Adaptec storage controllers installed on your system

For information about using maxView Storage Manager with Microsemi Smart-family controllers
(RAID/HBA), see the maxView Storage Manager User's Guide for Microsemi Smart-Family Controllers
(PMC-2153109).
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Introduction to maxView Storage Manager

This section introduces the maxView Storage Manager software, explains the concept of a “storage
space,” and provides a checklist of getting-started tasks.

Getting Started

The first part of this guide provides the information you need to install, start, and begin to use maxView
Storage Manager. Follow these general steps:

Step 1: Familiarize yourself with the software components of maxView Storage Manager, review the
system requirements, and study the configuration examples that illustrate how to build and grow your
storage space (described in the remainder of this chapter).

Step 2: Install maxView Storage Manager on every system that will be part of your storage space (see
Installing maxView Storage Manager on page 20).

Step 3: Start maxView Storage Manager and explore its graphical user interface (see Exploring maxView
Storage Manager on page 29).

Step 4: Build your storage space (see Building Your Storage Space on page 38).

About maxView Storage Manager

maxView Storage Manager is a browser-based software application that helps you build a storage space
for your data, using Microsemi Adaptec RAID controllers, disk drives, Solid State Drives (SSDs), and
enclosures.

With maxView Storage Manager, you can group disk drives into logical drives and build in redundancy
to protect your data and improve system performance. You can also use maxView Storage Manager to
monitor and maintain all the controllers, enclosures, and disk drives in your storage space from a single
location.

The maxView Storage Manager GUI, or graphical user interface, runs on most contemporary Web
browsers (for a list of supported browsers, see Browser Support on page 17). A software stack comprising
a Web server, Agent, and CIMOM server allows maxView Storage Manager to communicate with the
controller(s) in your storage space and coordinate activity in your system.

A flexible installation model allows you to install all software components on a single machine, or
distribute components on different machines across your network, with the maxView Storage Manager
GUI and Web server on one machine, and the Agent and CIMOM server on others.
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Browser

maxView Storage
Manager Client

HTTPS

Web Server
Apache Tomcat

maxView Servlet

RMI

maxView Storage
Manager Agent

SMI-S

CIMOM

Driver

Adaptec
Controller

About the maxView Storage Manager Agent

The maxView Storage Manager Agent is designed to run in the background, without user intervention.
Its job is to monitor system health, manage event notifications, task schedules, and other on-going
processes on a system. It sends notices when tasks are completed successfully, and notifies you when
errors or failures occur on that system.

If your storage space includes systems that won't be connected to monitors (and therefore won't require
the graphical user interface), you can choose to install the Agent only on those systems instead of the
full application.

You can manage and monitor systems running the Agent only by logging into them as remote systems
(see Starting maxView Storage Manager on Remote Systems on page 39).

About the maxView Storage Manager Web Server

The maxView Storage Manager Web Server is an instance of the open-source Apache Tomcat servlet
container. It runs the maxView Storage Manager Web application, and serves static and dynamic content
to the maxView Storage Manager GUI. The maxView Web Server is installed automatically with the
maxView Storage Manager GUI.

About the maxView Storage Manager CIM Server

The maxView Storage Manager CIM Server is an instance of the open-source Pegasus CIM Object
Manager, or CIMOM. In maxView Storage Manager, the CIM Server manages the SMI-S hardware
provider and notification provider, which monitor the controllers in your system and provide notifications
to the maxView Storage Manager Agent. The maxView Storage Manager CIM Server is installed
automatically with the maxView Storage Manager Agent.
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System Requirements

To install maxView Storage Manager, each system in your storage space must meet these requirements:

PC-compatible computer with Intel Pentium processor, or equivalent
At least 4 GB of RAM

350 MB of free disk drive space

256-color video mode

One of these ogerating systems:

Microsoft” Windows® Server 2012 R2 (64-bit), Windows Server 2012 (64-bit), Windows Server
2008 R2 (64-bit), Windows SBS 2011 (32-bit and 64-bit), Windows 7, Windows 8.x, Windows
10, Windows PE 5.x (32-bit and 64-bit)

Red Hat® Enterprise Linux 7.2, 7.1, 6.7, 6.6, 5.11 (64-bit)

SuSE Linux Enterprise Server 12, 11 (64-bit)

Debian Linux 8.1 (64-bit)

Ubuntu Linux 14.04.3, 14.04.2, 12.04.5 (64-bit)

Fedora Linux 22 (64-bit)

Cent0S7.2,7.1,6.7, 6.6, 5.11 (64-bit)

Solaris 11, 10 U9 (32-bit)

VMware ESXi 6.0, VMware ESXi 5.5 (64-bit)

Citrix XenServer 6.5.1 (64-bit)

For the latest on operating system version support check the Readme, available at
http://start.adaptec.com.

Note: maxView Storage Manager can also be used before an operating system is installed. See
Running maxView Storage Manager from a Bootable USB Image on page 26 for more information.

Browser Support

To run the maxView Storage Manager GUI, each system in your storage space must be running one of
these Web browsers:

Microsoft® Internet Explorer® 10, 11, or newer
Microsoft® Edge browser for Windows 10
Google® Chrome™ 32 or newer

Mozilla Firefox® 31 or newer
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Typical Storage Space Configurations

The following examples show typical storage spaces that you can build with maxView Storage Manager.
You can grow your storage space as your requirements change by adding more systems, controllers,
disk drives, and enclosures, and by adding redundant logical drives for protection against data loss.

A Simple Storage Space

This example shows a simple storage space that might be appropriate for a small business. This storage
space includes one RAID controller and three disk drives installed in a server. For data protection, the
disk drives have been used to build a RAID 5 logical drive.

Business and -
Customer Data | RAIPS [T

|
Server with Adaptec RAID System running
controller and 3 disk drives maxView Storage Manager

An Advanced Storage Space

This example shows how you can grow your storage space as the requirements of your application
change. On the first server, segments from each disk drive have been used to build two RAID 5 logical
drives. A second server connected to two 12-disk enclosures has been added. The additional storage
space has been used to create two RAID 50 logical drives. The Administrator of this storage space can
create and modify logical drives and monitor both controllers, disk drives, and enclosures from a single
system running the maxView Storage Manager GUI.

Business Data

-
RAIDS |

=
=

RAIDS [ |

Server with Adaptec RAID

controllers and disk drives Local system running

maxView Storage Manager

Network
connection

Customer Data

5
RAID 50
5

RAID 50

Y 7777777777777

Server with Adaptec RAID controller running Storage enclosure with
maxView Storage Manager Agent & CIM Server disk drives installed
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2.5.3 Continuing to Grow Your Storage Space

For more advanced applications, such as high-volume transaction processingin a "cloud" or data center
environment, maxView Storage Manager helps you grow your storage space to include multiple
controllers, storage enclosures, and disk drives in multiple locations.

In this example, multiple systems, servers, disk drives, and enclosures have been added to the storage
space. The Administrator can create and modify logical drives and monitor all the controllers, enclosures,
and disk drives in the storage space from any system running the maxView Storage Manager GUI.

RAID 50

Yy

Server running maxView Storage enclosures with
Storage Manager Agent & CIM Server disk drives installed

RAID 5
RAID 5
|
System running maxView Server with RAID controller
Storage Manager and disk drives installed

Network Connection

3
RAID 60

Server running maxView
Storage Manager Agent & CIM Server

System running maxView Server running maxView Storage enclosures with
Storage Manager Storage Manager Agent & CIM Server disk drives installed
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Installing maxView Storage Manager

This section describes how to install and uninstall maxView Storage Manager on the supported operating
systems. It also describes how to run maxView Storage Manager from a bootable USB image, before
the application is installed on an operating system.

Note: To perform asilent installation without messages or user interaction, follow the instructions
in Silent Installation on Windows and Linux on page 130.

Note: VMware users can install the maxView plugin for vSphere Web Client for Windows and
monitor storage resources without using the maxView Storage Manager GUI. For more information,
see Using the maxView Plugin for VMware vSphere Web Client on page 135.

Before You Begin the Installation

Complete the following steps before you begin the installation.

Gather Installation Information

Prepare the following information:

e CIM Server port number. The default port is recommended (5988). If you want to use a different
port, select any one between 65500 and 65535 and it will be assigned as the CIM Server http port
for maxView Storage Manager installation. (The selected port must be free at installation time.)
The installation will verify the availability of this port. There is no guarantee that any port number
besides the default will work in the future as any other application can claim this port. For more
information on the CIM Server, seeAbout the maxView Storage Manager CIM Server on page 16.

e maxView Web Server port number. The default port is recommended (8443). If the default port is
not available, another port number will be automatically assigned. For more information on the
Web Server, see About the maxView Storage Manager Web Server on page 16.

Note: You can install over an existing maxView Storage Manager installation if it is no more than
two versions older than the current release. Otherwise, you must remove the old version before
beginning a new installation. See Uninstalling maxView Storage Manager on page 27 for details.

Download the Installation Packages

Complete these steps to download the installation package for your operating system(s):
1. Open a browser window, then type st art . adapt ec. comin the address bar.

2. Select your RAID controller family (Series 7, Series 8, and so on) and controller model.

3. Select Storage Manager Downloads, then select the appropriate installer package from the list; for
instance, maxView Storage Manager for Windows x64 or maxView Storage Manager for Linux.

4. Click Download Now and accept the license agreement.

5. When the download completes, extract the contents of the installer archive file to a temporary
location. If the archive includes installers for multiple operating system versions (VMware, for
instance), each installer is stored in a separate folder, including one each for 32-bit and 64-bit
operating systems.

Note: If you are installing maxView Storage Manager on a different machine—for instance,
you downloaded the Linux installer onto a Windows machine—copy the installer from the
download location to a temporary location on the target machine. Use whatever method you
prefer to copy the file: USB flash drive; network transfer; Telnet/SSH; whatever is most
convenient.

6. Continue with the installation instructions for your operating system.
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3.2 Installing on Windows

This section describes how to install maxView Storage Manager on Windows systems.
Note: You need administrator privileges to install maxView Storage Manager. For details on
verifying privileges, refer to your operating system documentation.

1. Open Windows Explorer or My Computer, then change to the directory where the Windows installer
package is located (see Downloading the Installer Package on page 20 for details).

2. Double-click the setup program for your operating system version:
Options Description

Windows 64-bit  setup_asm_x64.exe

Windows 32-bit  setup_asm_x86.exe
The Installation wizard opens.

3. Click Next to begin the installation, click | accept the terms of the license..., then click Next.
In the Configuration Settings screen, accept or modify the default server ports:

a) CIM Server Port default: 5988.
b) Web Server Port default: 8443.

! maxView Storage Manager - InstallShield Wizard “
maxView Storage Manager Configuration ‘
Provide CIM Server and Web Server configuration details ' -

CIM Server Port EER

Web Server Port 3443

Standalone Mode O

InstallShield

=

5. To disable remote system management from the GUI, click the Standalone Mode check box.

Note: In Standalone mode, maxView Storage Manager displays the system name as "localhost"
and events as "127.0.0.1/localhost".

6. Click Next, then click OK to verify the CIM Server and Web Server port numbers.

In the Features screen, ensure that GUI and/or Agent is selected. Optionally, select CLI Tools. Then
click Next.

Note: You must install the Agent on at least one machine.
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i'é'n max¥iew Storage Manager - Installshield Wizard

Direct Attached Storage Setup ‘.‘

Choose the features that best suit your needs,

&
Flease select the features vou want ta install.

Installs the management GUIL,

[ Agent Installs the Agent and CIM Service,

[V CLITools Installs the command line tools for creation and management
of RAID arrays,

[~ Custom Setup Launches a Custom Setup,

InistallStield

< Back. | Mext = I Cancel

Click Install to begin the installation.

Repeat these steps to install maxView Storage Manager on every Windows system that will be part
of your storage space.

When the installation is complete you receive a confirmation message and the maxView Storage Manager
icon is placed on your desktop.

Installing on Red Hat, CentOS, SuSE, or Fedora Linux

This section describes how to install maxView Storage Manager on systems running Red Hat Linux,
CentOS, SuSE Linux, or Fedora Linux. For information about installing maxView Storage Manager on
Debian and Ubuntu Linux, see the next section. For a list of supported Linux operating systems, see
System Requirements on page 17.

1.

Open a shell window, then change to the directory where the Linux installer package is located (see
Downloading the Installer Package on page 20 for details).

Run the . bi n file for your operating system version (x.xx-xxxxx=version-build number):

Options Description

Linux 64-bit ./StorMan-X.XX-XXXXX.x86_64.bin

When prompted for configuration details, enter the following:
Enter the CIM Server HTTP Port: [default:5988]
Standalone Mode: [default: No]

Note: Standalone Mode disables remote system management from the GUIl. maxView Storage
Manager displays the system name as "localhost", and events as "127.0.0.1/localhost".

Repeat these steps to install maxView Storage Manager on every Linux system that will be part of
your storage space.

When the installation completes a confirmation message is displayed and the maxView Storage
Manager icon is placed on your desktop.

Installing on Debian or Ubuntu Linux

This section describes how to install maxView Storage Manager on systems running Debian or Ubuntu
Linux.

1.

2.

Open a shell window, then change to the directory where the Linux installer package is located (see
Downloading the Installer Package on page 20 for details).

Install the . deb package for your operating system version (x.xx-xxxxx=version-build number).
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Options Description
Linux 64-bit dpkg -i StorMan-X.XX-XXXXX_amd64.deb

When prompted for configuration details, enter the following:
Enter the CIM Server HTTP Port: [default:5988]

Standalone Mode: [default: No]

Note: Standalone Mode disables remote system management from the GUIl. maxView Storage
Manager displays the system name as "localhost", and events as "127.0.0.1/localhost".

Repeat these steps to install maxView Storage Manager on every Debian and Ubuntu Linux system
that will be part of your storage space.

When the installation is complete you receive a confirmation message and the maxView Storage Manager
icon is placed on your desktop.

Installing on Solaris

This section describes how to install maxView Storage Manager on systems running Solaris.

1.

On the Solaris machine, change to the directory where the Solaris installer package is located (see
Downloading the Installer Package on page 20 for details).

Install maxView Storage Manager:

pkgadd -d Stor Man. pkg

At the prompt to continue, select y, then press Ent er .
Enter the following configuration details:

Enter your username [default: root].

Enter your operating system password.

Enter the CIM Server HTTP Port: [default:5988].

Repeat these steps to install maxView Storage Manager on every Solaris system that will be part of
your storage space.

When the installation is complete you receive a confirmation message and the maxView Storage Manager
icon is placed on your desktop.

Installing on VMware

Use the following procedure to install the .vib files for a VMware ESXi 5.5 or 6.0 system. Perform the
installation from a remote system running a Telnet/SSH client. Use a terminal emulator to access the
ESXi server remotely.

1.

Copy the following files from the installer download location to the / t np directory on your local
ESXi server (see Downloading the Installer Package on page 20 for details):

e vmware-esx-provider-arcconf.vib
e vmware-esx-provider-arc-cim-provider.vib

The arcconf.vib is for command line communication.

The arc-cim-provider.vib is for remote management communication.
Check for existing installation of arcconf.

esxcli software vib list | grep arcconf

Remove the existing arcconf package.
esxcli software vib renove -n arcconf
When the package is removed, you receive the message "Reboot Required: false."

Check for an existing installation of arc-cim-provider.
esxcli software vib list | grep arc-ci mprovider
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5. Remove the existing arc-cim-provider package.
esxcli software vib renmove -n arc-ci mprovider
When the package is removed, you receive the message "Reboot Required: true."

6. Set the installation acceptance level to either PartnerSupported or CommunitySupported:
esxcli software acceptance set — 1| evel =Part ner Support ed

7. Install the arcconf package.
esxcli software vib install --no-sig-check -v
[t mp/ vimwar e- esx- provi der-arcconf. vib
When the package is installed, you receive the message "Reboot Required: false."

8. Install the arc-cim-provider package.
esxcli software vib install --no-sig-check -v
[t mp/ viwar e- esx- provi der-arc-ci mprovider.vib
When the package is installed, you receive the message "Reboot Required: true."

9. Reboot the system.
10. Continue with Installing on a Guest Operating System on page 24.

Installing on Citrix XenServer

Use the following procedure to install the maxView Storage Manager support package on a Citrix
XenServer host. This package installs and configures the components necessary to run maxView Storage
Manager from a XenServer guest operating system.

Note: Before installing the maxView Storage Manager support package on the XenServer host,
you must install the XenServer Integration Suite Supplemental Pack. Do not continue until you
complete this task. See your XenServer installation guide for details.

1. Copy the XenServer module rpm from the installer download location to your XenServer /tmp
directory (see Downloading the Installer Package on page 20 for details).

2. Install the rpm package for your operating system version (x.xx-xxxxx=version-build number).
Options Description
XenServer 64-bit  rpm -i StorMan-X.XX-XXXXX.x86_64.rpm

3. Continue with Installing on a Guest Operating System on page 24.

Installing on a Guest Operating System

This section describes how to install maxView Storage Manager on a VMware or Citrix XenServer guest
operating system. You can install maxView Storage Manager on a Windows guest OS or Linux guest OS.

Installing on a Windows Guest OS

Use the following procedure to install maxView Storage Manager on a Windows guest OS running on
VMware or Citrix XenServer.

1. Onthe VMware or XenServer guest OS, change to the directory where the guest OS installer package
is located (see Downloading the Installer Package on page 20 for details).

2. Double-click the setup program for your operating system:
Options Description
Windows GOS 64- Setup_maxView_GOS_x64.exe
bit
Windows GOS 32- Setup_maxView_GOS_x86.exe
bit
The Installation wizard opens.
3. Choose the hypervisor type (ESXi Server or XenServer), then click Next.
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i'é'n maxY¥iew Storage Manager

max¥iew Storage Manager GOS

Please select the hypervisor

(+ ESXi Server

" Xen Server

InistallShield

= Back Cancel

4. Enter the following configuration details:

a) Host IP Address (ESXi or XenServer host)

b) Web Server Port: 8443

c) Host user name (default: root)

d) Operating system password/password confirmation

i'é“ maxYiew Storage Manager
maxYiew Storage Manager Configuration

Provide CIM Server and Web Server configuration details ' . h

ES¥i Hast IP Address ||—
WebServer Port |3443—
Ewvent Listener Pork I‘mm—
User Name Iroot—
Password I—
Confirm Password I—

InstallShisld

= Back | Mext = I Cancel I

Note: The configuration details screen differs slightly for VMware and Xenserver. However,
the information you need to enter is the same for both operating systems.

5. Click Next, then click Install.
When the installation is complete you receive a confirmation message.

3.8.2 Installing on a Linux Guest OS

Use the following procedure to install maxView Storage Manager on a Linux guest OS running on VMware
or Citrix XenServer.

1. Onthe VMware or XenServer guest OS, change to the directory where the Linux installer package
is located (see Downloading the Installer Package on page 20 for details).

2. Run the installer for your operating system version (x.xx=version number):

CONFIDENTIAL Document No.: ESC-2160661, Issue 1 25



Installing maxView Storage Manager O M- =
X icrosemi.

3.9

Power Matters.”

Options Description
Linux GOS 64-bit ./Storman-X.XX.GOS86_64.bin

3. At the prompt, choose the GOS type. Enter 1 for ESXi, 2 for XenServer:
Sel ect the GOS Type. 1.ESXi Server 2. XenServer:

4. Enter the following configuration details:
Hypervisor IP address
Hypervisor username [default: root]
Hypervisor password
Event Listener Port [default: 65500]

When the installation is complete you receive a confirmation message.
Running maxView Storage Manager from a Bootable USB Image

Running maxView Storage Manager from a bootable USB image allows you to configure your controller
before you install the operating system. The procedure consists of three basic steps:

1. Download the bootable USB image

2. Create a "live" image on a USB flash drive
Note: We recommend using LiveUSB Creator, available at fedorahosted.org (see Step [2],
below).

3. Boot from the USB flash drive, login to maxView Storage Manager and configure your controller

The bootable USB image is not a substitute for running maxView Storage Manager as an installed
application. Many of the features and functions described in this guide are not available when you run
maxView Storage Manager from a bootable USB image. Use the bootable USB image only to configure
your controller before you install an operating system.

Note: Before you begin, ensure that your system is set up to boot from a USB drive. Check the

system BIOS to see if the USB drive is included in the boot sequence. (For more information, see
your system's documentation.) You will need a USB drive with at least 1GB of storage to complete
this task. To run the bootable USB image, the target machine must have at least 4GB of memory.

To run maxView Storage Manager from a bootable USB image:

1. Download the bootable USB image from the Adatepec Web site:
a) Open a browser window, then type start.adaptec.com in the address bar.
b) Locate the bootable USB image on the Start page.
c) Download the bootable USB image.
d) Extract the contents of the bootable image archive file to a temporary location.

The archive contains one file: the maxView Storage Manager bootable iso image.

2. Create a "live" image on the USB drive:
a) Run the LiveUSB Creator utility setup program at
https://fedorahosted.org/releases/|/i/liveusb-creator/liveusb-creator- 3.11.8-setup.exe.
b) Start LiveUSB Creator from the Windows All Programs menu.

¢) Inthe Use Existing Live CD field, click Browse, then locate and select the maxView Storage
Manager bootable iso image.

d) Inthe Target Device field, select the USB flash drive (e:\, for instance).
e) Click Create Live USB.

3. Insert the USB drive on the machine you want to configure.
The Boot menu opens in a shell window.

4. Select Launch maxView from the menu.
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After a minute or so, the maxView Storage Manager login screen opens in a browser window.
Note: If you prefer to configure the controller from the command line, select Launch arcconf
from the Boot menu, then enter r oot , with no password, for the login credentials.

5. Enterroot/root forthe login credentials.

6. Continue with Creating Logical Drives on page 42.

Uninstalling maxView Storage Manager

To uninstall maxView Storage Manager, follow the instructions for your operating system.
Uninstalling from Windows

To uninstall maxView Storage Manager from a Windows system, use the Add or Remove Programs tool
in the Control Panel. All maxView Storage Manager components are uninstalled.

When the uninstall process is complete, you receive a confirmation message and the maxView icon is
removed from your desktop.
Uninstalling from Red Hat, CentOS, SuSE, or Fedora Linux

This section describes how to uninstall maxView Storage Manager from systems running Red Hat,
CentOS, SuSE, or Fedora Linux.

Type the command rpm -e St or Man
When the uninstall process is complete, you receive a confirmation message and the maxView icon is
removed from your desktop.
Uninstalling from Debian or Ubuntu Linux

This section describes how to uninstall maxView Storage Manager from systems running Debian or
Ubuntu Linux.

Type the command dpkg -r St or Man

When the uninstall process is complete, you receive a confirmation message and the maxView icon is
removed from your desktop.

Uninstalling from Solaris

This section describes how to uninstall maxView Storage Manager from systems running Solaris.

1. Type the command pkgr m St or Man

2. At the prompt to remove the package select y, then press Enter.

3. At the confirmation prompt select y, then press Enter.

When the uninstall process is complete, you receive a confirmation message and the maxView icon is
removed from your desktop.

Uninstalling from VMware

Use the following procedure to remove maxView Storage Manager from a VMware ESXi 5.5 or 6.0
system.

1. Login with the user name: root

2. List the installed packages:
esxcli software vib list | grep arcconf
esxcli software vib list | grep arc-cimprovider

3. Remove the arcconf package:
esxcli software vib renove -n arcconf

4. Remove the arc-cim-provider package:
esxcli software vib renmove -n arc-ci mprovider
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5. Reboot the system.

To verify that maxView Storage Manager is uninstalled, repeat Step 2. If no results are shown, the
software was uninstalled successfully.
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Exploring maxView Storage Manager

This section familiarizes you with the main features of the maxView Storage Manager graphical user
interface. It describes how to start and log into maxView Storage Manager. It also explains how to get
help and log out of maxView Storage Manager when you are finished working with the application.

Starting maxView Storage Manager and Logging In

The procedure for starting and logging in to maxView Storage Manager is the same for all operating
systems with a graphical desktop. You can login as the Administrator, with full management-level access
to your storage space, or as a Standard user, with restricted access to your storage space (see Working
in maxView Storage Manager on page 29 for more information about access permissions).

1. On the desktop, double-click the maxView Storage Manager desktop icon.
The login window opens in the default browser.

maxView srorace manacer

User Name

Password

Note: If you do not have an icon for maxView Storage Manager on your desktop, open a
browser window, then type this URL in the address bar and press Ret ur n:
https://127.0.0.1:8443/maxview/manager/login.xhtml.

2. For full management-level access to your storage space, enter the Administrator account username
and password for your operating system. For Standard-level access to your storage space, enter
your regular network login credentials. Then click Login.

The maxView Storage Manager main window opens.

Working in maxView Storage Manager
You can perform most tasks in maxView Storage Manager by:

e Selecting storage components in the Enterprise View (controllers, hard drives, logical drives, and
so on)

e Clicking icons on the ribbon, at the top of the maxView Storage Manager main window

e Working with information in the Storage Dashboard and Chart View

e Checking status in the Event Log and Task Log

If you are logged in as the Administrator, you have full access to manage and modify the components
of your storage space, using all of the features of maxView Storage Manager. If you are logged in as a
Standard user, you have restricted "view-only" access to your storage space, with limited ability to
perform non-destructive operations, as described in the table below.

Note: maxView Storage Manager allows you to give Standard users Administrator privileges. For
details, see Granting Standard Users Admin Privilege on page 124.
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Standard users can: Standard users can't:
Rescan controllers Create logical drives
Save activity logs Modify logical drives

Identify physical devices, logical devices, and enclosures ' Delete logical drives
Silence alarms Perform data migrations
View component properties on the Storage Dashboard Schedule, modify, or delete tasks

View component properties on the Storage Dashboard  Clear the controller configuration

Overview of the Main Window

The main window of maxView Storage Manager has three main panels—left, right, and bottom—plus
the ribbon, at the top of the window.

The left panel always shows the Enterprise View. The bottom panel shows the Event Log and Task Log.
The right panel shows the Storage Dashboard and Chart View. Different information appears in the right
panel depending on which component is selected in the Enterprise View.

In example below, a controller is selected in the Enterprise View, and the right panel displays the Storage
Dashboard for the controller, with a chart view of its storage space.

“MaxView swoaee wanes
_ BB X $4<¢<C BESE Saw%|BRE
Ribbon ® RERPE | s< |AE
Home systam Contuller Logieal Davice Physical Davics maCache
m_ Total Storage
6
Enterprise s
View 0
34
£ — Storage
: Dashboard
.
N
Advanced Statistics Spare
Failed
Re
Task Log
Event Log

You can resize the panels and scroll horizontally or vertically as needed, to view more or less information.

The Enterprise View

The Enterprise View is an expandable “tree” that shows the physical and logical components of your
storage space. The Enterprise View lists the local system (the system you're working on) and any remote
systems that you have logged in to from the local system. (See ‘Local’ or ‘Remote’? on page 38 for more
information.) It also lists the maxCache Devices in your system.
Note: maxCache is supported on Microsemi Adaptec Series Q controllers only. See Working with
maxCache Devices on page 71 for more information about maxCache.
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Expand a system in the Enterprise View to the see its controllers, logical drives (“devices”), physical

drives, enclosures, and maxCache Devices.

In the figure below, a controller is expanded in the Enterprise View, revealing the physical and logical

devices associated with that controller.

By selecting a controller
in the Enterprise View...

...the disk drives or enclosures —
and disk drives connected to it

and the logical drives created with

those disk drives appear in the

Physical and Logical Devices trees.

4 L‘a ma

¥ MGEnclosure 0

S siot 1 (Optimal)

(Optimal)

GG Sl 7 (R
4@ Slet & (Ready)
S slot 9 (R

S siot 107

You can perform most tasks in maxView Storage Manager by selecting a component in the Enterprise
View, such as a controller or disk drive, then using the related commands on the ribbon, as described

in the section below.
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What do the Enterprise View Icons Mean?

Icon Description

] I System with controller and directly attached disk drives or enclosures
|

_.' Controller

@ Enclosure

H Logical device

f’ - maxCache Device (healthy)1
_;-‘} Hard disk drive
# Solid State Drive (SSD)

;ﬂ" Connector or other physical device

The Ribbon

Most tasks in maxView Storage Manager are available from the ribbon, at the top of the main window.
The ribbon replaces toolbars and menus in maxView Storage Manager to help you quickly find the
commands you need to complete a task.

[y o & & -'ﬁfﬁﬁ’.‘f«"ﬂﬂ;gm"e?;grg%eg"ur_,l;[égd"
D 2 REBRBERE Iq & <@ 4 3

Home System Controller Logical Device Fhysical Deviee max=Cache

The ribbon is organized into groups of related tasks for Systems, Controllers, Logical Devices, Physical
Devices, and maxCache Devices; the Home group (on the left) provides commands for working with
remote systems (see Managing Remote Systems on page 118). Active options on the ribbon vary,
depending on which type of component is selected in the Enterprise View.

For instance, if you select a controller in the Enterprise View, these options are activated:

e Create Logical Drive and Delete Logical Drive in the Logical Device group
¢ Initialize Physical Device in the Physical Device group

¢ Create maxCache Device in maxCache group

e All options in the Controller group

If you select a disk drive or SSD in the Enterprise View, options in the Physical Device group are
highlighted; and so on.

Note: For clarity, the figure above shows all options in the activated (highlighted) state. Normally,
options are activated or dimmed, depending on which type of component you select in the
Enterprise View.

For a description of the icons on the ribbon, see Icons At-a-Glance on page 150.

LA green checkmark in the Enterprise View means that the component is healthy with no problems
or issues. For more information, see Identifying a Failed or Failing Component on page 125.
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The Storage Dashboard

When you select a component in the Enterprise View, maxView Storage Manager displays detailed
information about that component on the Storage Dashboard. Occupying the largest portion of the
main window in maxView Storage Manager, the Storage Dashboard provides status information, physical
and logical device properties, resources, usage statistics, and reliability indicators for hard drives and
SSDs. It also provides a chart view of free and used space in your system.

Tabs provide quick access
to component information

=| Summary = Properties O, Resources | 5® Connectors | [if Euents

— Controller Info Resources ——————————————— —Total Storage
aEval | | Logical Devices 6 )
By State

Number

Status

Tempersture Mormal (42C §107F

Chart view of free
and used space in
- your system

Key Features Physical Devices 34
Enabled By Type
Hard Di

By State
Cptimal 12 W Free space

Advanced Statistics

For more information about the types of information provided on the Storage Dashboard for each
component in your storage space, see Viewing Component Information and Status in the Storage
Dashboard on page 102; also see Revealing More Device Information on page 34.

Checking System Status from the Main Window

maxView Storage Manager includes an Event Log and Task Log for at-a-glance status and activity
information for all managed systems. The Event Log provides status information and messages about
activity (or events) occurring in your storage space. The Task Log provides information about current or
recurring processes in your storage space, such as verifying or rebuilding a logical device. Single-click
any event or task to see more information in an easier-to-read format. For more information about
the Event Log and Task Log, see Viewing Activity Status in the Event Log on page 101 and Working with
Scheduled Tasks on page 77.

Click this tab to
open the Task Log

Click this tab to
open the Event Log

Warning- and Error-level icons appear next to components in the Enterprise View affected by a failure
or error, creating a trail, or rapid fault isolation, that helps you identify the source of a problem when
it occurs. See Identifying a Failed or Failing Component on page 125 for more information.
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BEnterprise
¥ [&WN-v0TFSIOGHQE
» o Controller 1
- ‘::Ccntrcller z
'mfﬁrraye and Logical Devices
- ﬂ Arrayd
E LogicalDrived
E,- LogicalDriveS
- m:«rray?
E LogicalDrive3
e ﬂ Array?
E) LogicalDrive2
v H Array1
E,- LogicalDrive1

¥ g& Physical Devices

v M@ Enciosure 0
<Gt 1
=

2 v

If your storage space includes a drive enclosure with a temperature sensor, temperature, fan, and power
module status is displayed on the Storage Dashboard (see Monitoring Enclosure Status on page 104).

For more information about checking status from the main window, see Monitoring Status and Activity
on page 100.
Revealing More Device Information

You can reveal more information about disk drive, logical drive, and maxCache Device usage in your
storage space with the Resources view on the Storage Dashboard.

To reveal disk drive usage by logical drive (and vice-versa), select a controller in the Enterprise View,
then open the Resources tab on the Storage Dashboard. As shown in the figures below, you can click a
logical drive to see its member disk drives or SSDs (including the maxCache Device); similarly, you can
click a physical disk to see which (if any) logical drive it belongs to.

Note: Click the Arrow icons, on the right side of the Resources table, to jump to that resource in
the Enterprise View tree.
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'Phisical Disks

Logical Disks

Device '
A ] Enclosure 0
‘(; Stot 1 o212 Optimal 462 GE 44065
‘(‘—’ St SATA 512 Optimal 4657 GE 4140 CB
'% Slot 3 SATA 512 Optimal 465.7 GB 440GB | A
"3 Slot 4 SATA 512 | Optimal 465.7 GB 440GB | A
43 Slot 5 SATA 512 | Optimal 18TB 1778 | &
'% Slot6 SATA 512 | Optimal 18TB 1778 | A
"3 Slot7 SATA 512 | Optimal 18TB 1778 | A
7o) =late SATA 5128 S HotSpare 1.87E 175 Bl
g Slot9 SATA 512 Optimal 465.7 GB 00GB | &
g Slot 10 SATA 512 | Optimal 465.7 GB 440GB | A
q Slot 11 SATA 512 | Optimal 465.7 GB 00GB | &
q Slot 12 SATA 512 Optimal 465.7 GB 00GB | &
¥ Other devices

& LogicalDrv0
B LogicalDn2

Two disk drives plus a
hot spare comprise
the selected logical drive

maxCache Device

Device
F&haxCache 0 Optir

i Summary H Properties H O\ Resources H Events l

4657 GB
4607 GB

& |

Phisical Disks

5 Device

Loﬁical Disks

& LogicalDrvo

LogicalDrv2

v Sht3 SATA 512 | Optimal 4657GB | 440GB
v Slota SATA 512 | Optimal 4657GB | 440GB
#6 Slot 5 SATA 512 | Optimal 1378 177TB
4’6 Slot & SATA 512 | Optimal 13878 177TB
Vg Slt7 SATA 512 | Optimal 1378 1778
4?5 Slot 8 SATA 512 | Hot spare 18718 1778

Si0ts SATA 5120 S Optmal 4657 GE!

Sioti i SATA =128 SOptumal 465 GE 00GH

SlotH 2 SATA 5120 B Gptimal 4657 G 00GH

¥ Other devices

I maxCache Device

MWW M| W M| WM WM M| WM

{foMazCache D

Getting Help

maxView Storage Manager provides online help that includes conceptual information and descriptions
of on-screen items and dialog boxes, in addition to step-by-step instructions for completing tasks.

To open the online help, click the Help button at the upper-right corner of the main window.
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About | Help | Refresh | Logout

Click here to open
the Help window

For help with a dialog box or wizard, click the question-mark icon, in the lower corner of the dialog box,
for help with that specific procedure.

“& Add Email x

Email “

Evert Type l Error j

l Instart |

Natification Type

Click here for help —Q Add Cancel

with this procedure

For help with individual options in the Set Properties dialog box (for controllers, logical drives, and
physical drives), or specific information fields on the Storage Dashboard, mouse over any field or option
name for a brief description of that option.

<@ Set Properties ® —
=| Summary L, Resources ES SMART Events
'6 Controller 1 Setup controller general settings . . .
—Physical Device Info ~, Setting:
wendor SEAGATE || state
General Data Protection Power Management
Model ST37345555 Megotiz
aarm Serial Mumber 3LE00OFED000097 254k A1 Write-C
Nis-= vl
Alarm hled Firmwars Level o003 Powver
Task A
= Vyarning- of Error-level events trigger an audible  AM i Reported Channel o EMA
Perigl @AM on a cortroller, wwhich sounds unti the evert Reported 503 Device ID 48 Al
iz resolved. The alarm is enabled by detault, but mic il

YN S000CS0001 BS0SDC Harciwy

neg | ean be dissbled, if required
| ereled 'I Interface Type Serial Attached SCSI i
Agdvanced Statistics Enabled vI Device Type HOD Parity £

at & Statistios Counts Supparted Povwer States Full RPM, Povvered off Link Fa
vances istics Courters
Reset How Block Size Supported Power States e
Total Size The power management options for & contraller

affect all physical devices on that cortroller. If
piowver state enabled disk drives on the cortraller
alvways operate st their peak spin rate

g Cancel

4.7 Logging Out of maxView Storage Manager

To log out of maxView Storage Manager:
1. Inthe Enterprise View, click on the local system.

2. Click the Logout button at the upper-right corner of the main window:

Ahout | Help | Refresh | Logout

Click here to
log out
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You are logged out of maxView Storage Manager and the main window is closed.
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Building Your Storage Space

Follow the instructions in this section to choose a management system, log in to each system in your
storage space, and create logical drives. (For more information, see Understanding Logical Drives on
page 55.)

Note: Before beginning the tasks in this chapter, ensure that maxView Storage Manager is installed
on every system that will be part of your storage space.

Overview

To build your storage space, complete these steps:

1. Choose at least one management system (see Choosing a Management System on page 38).

2. Start and log in to maxView Storage Manager on the management system (see Starting maxView
Storage Manager and Logging In on page 29).

3. Start maxView Storage Manager or the Agent on all other systems (see Starting maxView Storage
Manager on Remote Systems on page 39).

4. Login to all other systems from the management system (see Logging into Remote Systems from
the Local System on page 41).

5. Create logical drives for all systems in your storage space (see Creating Logical Drives on page 42).

As your storage requirements change, you can add systems, controllers, and disk drives, then modify
the logical drives in your storage space by following the instructions in Modifying Your Storage Space
on page 55.

Choosing a Management System

You must designate at least one system as a management system, a system from which you will manage
the storage on all systems in your storage space.

The management system can be any system on your network that has a video monitor and can run the
maxView Storage Manager GUl and Web server.
‘Local’ or ‘Remote’?

Whenever you're working in maxView Storage Manager, the system that you're working on is the local
system. All other systems in your storage space are remote systems. ‘Local’ and ‘remote’ are relative
terms, as shown in the following figure—when you are working on system A (local system), system B is
a remote system; when you are working on system B (local system), system A is a remote system.

For the purposes of this guide, the ‘local system’ is the management system.
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Local logged
in to remote -
maxView Storage Manager
maxView Storage or Agent
Manager
Local logged
-4
in to remote

maxView Storage Manager
or Agent

maxView age
Manager

Logging in on the Local System

To log in on the local system, see Starting maxView Storage Manager and Logging In on page 29.

Starting maxView Storage Manager on Remote Systems

You can run the maxView Storage Manager application on the remote systems in your storage space
(making those systems usable as 'management systems'). Alternatively, if your storage space includes
systems that aren't connected to monitors or that you don't anticipate using as management systems
(and therefore won't require the GUI, or graphical user interface), you can run the Agent only on those
systems. (For more information, see About the maxView Storage Manager Agent on page 16.)

e To start the full maxView Storage Manager application on a remote system, follow the instructions
in Starting maxView Storage Manager and Logging In on page 29.

e To start the Agent only on a remote system, follow the instructions in Starting the Agent Only on
page 39.

Starting the Agent Only

To start the maxView Storage Manager Agent only on a remote system, follow the instructions for your
operating system, as described in the sections below.

In an Agent Only configuration, you must ensure that the maxView Storage Manager CIM server is also
running on the remote system, and that you start the services in the proper order:

1. CIM server
2. Agent

In general, maxView Storage Manager services start automatically when the system is powered on. Use
the procedures in this section to manually start and stop the services, as needed. For more information
about the maxView Storage Manager Agent and CIM server, see About maxView Storage Manager on
page 15.
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Windows
On Windows systems, the Agent and CIM server start automatically when the system is powered on.

To verify that the Agent and CIM server are running:

1.
2.
3.

Open the Windows Control Panel.
Double-click Administrative Tools, then double-click Services.

In the list of services, check that the maxView Storage Manager Agent is installed and running. Then
verify that the maxView CIM server is running. If not, you can choose to restart the services. Be sure
to observe the proper startup order: CIM server first, then the Agent.

Linux or VMware

On Linux systems and VMware Guest OSs, the Agent and CIM server start automatically when the system
is started. To manually start (or stop) the Agent on Linux, enter these commands:

1.

Start the CIM server:

Options Description

Start service service stor_cinserver start
Stop service service stor_cinmserver stop
Check status service stor_cinserver status

To start operations from the VMware console, use these commands:

Options Description
Start service Sf cbd- wat chdog start
Stop service Sf cbd- wat chdog st op

2. Start the Agent:

Options Description

Start service service stor_agent start

Stop service servi ce stor_agent stop
Solaris

To start (or stop) the Agent on Solaris, enter these commands:

1. Start the CIM server:

Options Description

Start service svcadm enabl e stor_ci nserver
Stop service svcadm di sabl e stor_ci mserver
Check status svcs -1 stor_cinmserver

2. Start the Agent:

Options Description
Start service svcadm enabl e ADPTst or _agent
Stop service svcadm di sabl e ADPTst or _agent
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5.4 Logging into Remote Systems from the Local System

Once maxView Storage Manager or the maxView Storage Manager Agent (see About the maxView
Storage Manager Agent on page 16) is running on all systems in your storage space, you can log into
the remote systems from the local system.

Once you have logged in to a remote system, it automatically appears in the Enterprise View each time
you start maxView Storage Manager on the local system. You can work with a remote system's controllers,
disk drives, and logical drives as if they were part of your local system.

To log in to a remote system:

1. Ontheribbon, in the Home group, click Add System.

R

Home

The Add System window opens, showing a list of "discovered" systems; that is, systems on your
network that are running the maxView Storage Manager Agent.

2. Select the systems you want to add to the Enterprise View, then enter the systems' login credentials
(username/password) in the space provided.

[ £ Add System 3

& Enterprise
List of the discovered systerns. Please select and fill in system login information to be managed by maxiew

System Name User Name Password

Intel 260055 2KBR. adaptec.com |

John-PCoadaptec.com |

Lee-UARTS

maxiiew-Jason I

maryiew-Jasan |

<-1D01 adaptac.com administratar

MKSLAB-FERFO1 . adaptec.corm I

MKSLAB-TOO1 adaptes.cam |

HKELAB-TOOZ adaptec.com administratar

NTIERSO0-AIN |

=

g Systemn Not Present ! Add Cancel

Note: You can add a system manually if you don't see the system in the list. For more
information, see Manually Adding a Remote System on page 119.

3. Click Add.
maxView Storage Manager connects to the remote system(s) and adds them to the list of managed
systems in the Enterprise View.

For more information about working with remote systems, see Managing Remote Systems on page 118.

CONFIDENTIAL Document No.: ESC-2160661, Issue 1 41



Building Your Storage Space © Microsemi

5.5

5.5.1

Power Matters.”

Creating Logical Drives

maxView Storage Manager has a wizard to help you create, or configure, the logical drives in your storage
space. You can choose from two configuration methods, depending on your needs:

e Express configuration—Automatically creates logical drives by grouping together same-sized physical
drives, and assigns RAID levels based on the number of physical disk drives in the logical drive.
Use the express method when you want to use all available disk drives in the most efficient manner.
For instructions, see Express Configuration on page 42.

e Custom configuration—Helps you group disk drives, set RAID levels, determine logical drive size,
and configure advanced settings manually.
Use the custom method when you want to create specific logical drives with any or all available
disk drives and SSDs (Solid State Drives). For instructions, see Custom Configuration on page 44

Note: We recommend that you do not combine SAS and SATA disk drives within the same logical
drive. maxView Storage Manager displays a warning if you try to create a logical drive using a
combination of SAS and SATA disk drives.

Express Configuration

When you use Express configuration, maxView Storage Manager automatically creates logical drives by
grouping together same-sized physical drives, and assigns RAID levels based on the number of physical
drives in a logical drive:

e Alogical drive with three or more physical drives is assigned RAID 5.

e Alogical drive with two physical drives is assigned RAID 1.

e Alogical drive with only a single physical drive becomes a simple volume, which does not offer
redundancy.

To create a logical drive with any other RAID level, you must use the custom method, as described on
Custom Configuration on page 44. See Selecting the Best RAID Level on page 142 for more information
about RAID levels.

With Express configuration, maxView Storage Manager uses all available disk drive space to maximize
the capacity of the logical drives.

To build your storage space with the Express method:

1. Inthe Enterprise View, select a system, then select a controller on that system.
2. Onthe ribbon, in the Logical Device group, click Create Logical Drive.

Create Logical Device

Logical Dewice

3. When the wizard opens, ensure that Express Mode is selected, then click Next.
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E; Create Logical Device

- Controller 1 Select crestion mode and click Mext!

+ Creation Moce

L) Express Mods Configure logical device(s) automatically

RAID Level

Cuztom Made Configure logical device manually
RAID Members
RAID Aftributes

SUMMmary

Q Hext Cancel
4. Review the logical drive configuration summary.
[\ Create LD
< Controller 1
v Creation Mode
Logical Disk RAID Level Size Initialization Hot Spare
RAID Level
LogicalDin RAID & 465.43 build MO
RAID Members
X LogicalDire2 RAID 1 172715 guick [le]
RAID Attributes
. Simple .
Summanry LogicalDirv3 valume 111,621 quick Lo}
Sirmple
LogicalDrd vnlume 82716 fuick MO
. Simple .
LogicalDrg volurne a0 guick [le]
g Back Cancel Finish

5. Click Finish.

& Microsemi
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maxView Storage Manager builds the logical drive(s). Use the Event Log and Task Log to track build

progress.

6. Repeat Steps [2]-[5] for each controller in your storage space.

7. Partition and format your logical drives. See Partitioning and Formatting Your Logical Drives on page

47.
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Custom Configuration

Custom configuration helps you build your storage space manually by stepping you through the process
of creating logical drives, setting RAID levels, and configuring other settings.

To build your storage space with the Custom configuration method:

1. Inthe Enterprise View, select a system, then select a controller on that system.

Note how many available disk drives are connected to the controller; this information will be helpful
as you create the logical drives in the wizard.

2. On the ribbon, in the Logical Device group, click Create Logical Drive.

Create Logical Device

Logical Dewice

3. When the wizard opens, select Custom Mode, then click Next.

E) Create Logical Device »
- Controller 1 Select crestion mode and click Mexd!
¥ Crestion Macie Express Mods Configure logical devices) automatically
RAID Level
) Custom hModde Configures logical device manualy
RAID Metmbers
RAID Aftributes

SUMMmary

Q Hext Cancel

4, Select a RAID level, then click Next.

Note: Not all RAID levels are supported by all controllers. For example, RAID 5EE and JBODs
are supported on Microsemi Adaptec Series 6 controllers only.

CONFIDENTIAL Document No.: ESC-2160661, Issue 1 44



Building Your Storage Space © Microsemi

Power Matters.”

[ Create LD %
- Controller 1
v Creation Mode
RAID O Sttiping,2 o more drives reguired, not redundznt
RAID Level
RAID Members RAID 1 Mirroring 2 drives required, reduncant
RAID Attributes . RAID 5 Striping with parity,3 of more drives required, redundart
DOTRITTEG RAIE Mirroring 3 or move drives reguired, redundant
RAID & Striping with dual parity, 4 or more drives required, redundant
RAID 10 Stripped mirors,even number of drives recuired, reduncdent
RAID 50 RAID 5 groups stripped together & or more drives required, redundant
RAID B0 RAID B grougs stripped together 8 or more drives reguired, redundant
Simple Vol A single drive segment not redundent
Q Back Hext Cancel

See Selecting the Best RAID Level on page 142 for more information about RAID levels.
5. Select the disk drives and SSDs (Solid State Drives) that you want to include in the logical drive. Be

sure to select the right number of drives for the RAID level you selected.

EJ Create Logical Device x

* Cortraller 1 Select RAID member(s) and click 'Next' ta continue

~ Creation Mode

Device Protocol Block State Free (GB)
¥ RADLevel ~ < Cortraller 1 =
RAID Member s ~
- zg Physical Devices
RAID Attributes
~ MgEnclosure 0
Summary
""gSlot g SAT 912 Bytes Cptirmizl GE.261
~ FgEnclozsure 1
Gts SAS S12Bytes | Ready 278,000
[+] “@siet 10 AT 512 Bytes | Ready 273,000
[v] ¥ siot 1 SAS S12Bytes | Ready 279.000 —
[v] @ siet 12 S4S S12Bytes | Ready 270,000
~ MgEnclosure 2
LoEE SATA, S12Bytes | Optimal 0.500 =

0 Back Hext Cancel

Note: maxView Storage Manager allows you to create hybrid RAID drives that maximize
performance in logical drives that include SSDs. For more information about hybrid RAID, see
Creating a Hybrid RAID Logical Drive on page 57.

6. Click Next.
7. (Optional) In the RAID Attributes panel, customize the logical drive settings. You can:

e Enter a name for the logical drive. Names can include any combination of letters and numbers,
but cannot include spaces.
e Set a smaller logical drive size (by default, a new logical drive uses all available disk space).
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e Change the stripe size—the amount of data written per disk in the logical drive. (The default
stripe size usually provides the best performance.)
Change the Read Cache, Write Cache, and maxCache settings.
Note: By default, maxCache read and write caching is enabled for a logical drive. Be sure
to disable maxCache if you have not created a maxCache Device. (You can enable maxCache

later, after you create the maxCache Device.) For more information, see Working with
maxCache Devices on page 71.

Disable maxCache if you
have not created a maxCache
Device

Disahled
Skip Initialization

e Set the build method to Build, Clear, or Quick. The build method determines how a logical drive
is initialized (prepared for reading and writing), and how long initialization will take.

e Set the build priority to: High, Medium, or Low.

e Create the logical drive without OS verification. By default, maxView Storage Manager waits

until the logical drive is visible to the OS and receives a creation confirmation event (from the
0S) in the event log.

See Fine-tuning Logical Drives on page 58 for details about customizing the settings in the RAID
Attributes panel.

8. Click Next, then review the logical drive settings.
This example shows a RAID 5 logical drive ready to be created.

[ Create LD x

“® Controller 1

w Creation Mode

Logical Disk RAID Level Size Initialization Hot Spare
« RAID Level
LagicalDre RAID S 223.242 huild YES
o RAID Members
w RAID Attributes
Summary
g Back Cancel Finish

To make changes, click Back.

9. Click Finish.

maxView Storage Manager builds the logical drive. Use the Event Log and Task Log to track build
progress.

10. If you have other disk drives or available disk space and want to create additional logical drives,
repeat Steps [2] to [9] for each logical drive that you want to create on the controller.

11. Repeat Steps [1] to [10] for each controller in your storage space, as needed.
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12. Partition and format your logical drives. See Partitioning and Formatting Your Logical Drives on page
47 for more information.

Partitioning and Formatting Your Logical Drives

The logical drives you create appear as physical disk drives on your operating system. You must partition
and format these logical drives before you can use them to store data.
Note: Logical drives that have not been partitioned and formatted cannot be used to store data.

Refer to your operating system documentation for more information.

Creating Logical Drives on Other Systems in Your Storage Space

If you installed maxView Storage Manager and Microsemi Adaptec RAID controllers on more than one
system, continue building your storage space as follows:

* From each individual system, log in to maxView Storage Manager and repeat the steps to perform
an Express Configuration or Custom Configuration, or

e From your local system (the system you're working on), log in to all other systems in your storage
space as remote systems (see Logging into Remote Systems on page 41), then repeat the steps to
perform an Express Configuration or Custom Configuration, or

e From your local system, create a server template file and deploy the configuration to the remote
systems in your storage space (see Deploying Servers on page 115).
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Protecting Your Data

In addition to the standard (RAID 0, RAID 1, RAID 5, RAID 10, RAID 50) and enhanced (RAID 1E, RAID 6,
RAID 60) RAID levels, controllers with the Microsemi Adaptec Advanced Data Protection Suite include
additional methods of protecting the data on your storage space.

This section describes how to use hot spares, failover, copyback, and controller cache preservation to
protect your data.

Creating and Managing Hot Spares

A hot spare is a disk drive or SSD (Solid State Drive) that automatically replaces any failed drive in a
logical drive, and can subsequently be used to rebuild that logical drive. (For more information, see
Recovering from a Disk Drive Failure on page 126.)

Hot Spare Limitations

e You cannot protect a RAID 0 logical drive or simple volume with a hot spare; hot spares protect
only redundant logical drives.

e You cannot create a hot spare from a disk drive that is already part of a logical drive.

¢ You should select a disk drive that is at least as big as the largest disk drive it might replace.

e We recommend that you do not designate a SAS hot spare for a logical drive comprising SATA disk
drives, or a SATA hot spare for a logical drive comprising SAS disk drives.

Note: A hot spare can failover to one physical drive only, regardless of the number of logical drive
segments on the failed drive, or if the spare has additional space after failover. If multiple drives
fail in the same logical drive, you need the same number of spares to reconstruct the data.

Global Spare or Dedicated Spare?

A global hot spare is not assigned to a specific logical drive; it will protect any redundant logical drive
on the controller. (RAID 0 logical drives and simple volumes are non-redundant and are not protected
by hot spares.) When a physical drive in a logical drive fails, the logical drive is automatically rebuilt,
with its data reconstructed using the hot spare in place of the failed drive. If the failed physical drive is
part of more than one logical drive, the global hot spare restores the configuration and becomes part
of the same number of logical drives. You can designate a global hot spare before or after you build
logical drives on a controller. To designate a global hot spare, see Designating a Global Hot Spare on
page 48.

A dedicated hot spare is assigned to one or more specific logical drives and will only protect those logical
drives. A dedicated hot spare that is assigned to protect more than one logical drive is called a poo/
spare. You must create the logical drive before you can assign a dedicated hot spare to protect it. To
assign a dedicated hot spare or pool hot spare, see Assigning a Dedicated Hot Spare or Pool Hot Spare
on page 49.

Designating a Global Hot Spare
To designate a global hot spare before or after you build a logical drive:

1. Inthe Enterprise View, select a controller then, in the Physical Devices tree, select the disk drive or
SSD that you want to designate as a hot spare. (See Hot Spare Limitations on page 48 for help
selecting a disk drive.)

2. Onthe ribbon, in the Physical Device group, click Spare Management.
w;-""" o |

L o I - )
e “x “O V&
& Spare Management

FPhysical Device

CONFIDENTIAL Document No.: ESC-2160661, Issue 1 48



Protecting Your Data © Microsemi

Power Matters.”

The Spare Management wizard opens.
3. Select Global, then click Next.

"";'2 Spare Managernent

o Slet 2
Salect Spare Type —Ffezign Hot Spare
Legical Devices
Summary - Global Create 3 alebal hot spare for all logical devicas
Dedicated Create a hot spare for 3 dedicated logical dewice
Poaled Create 3 hot spare for @ set of logical dewices

— Un-as=ign Hot Spare

Ur-as=ign Un-assign this device as an hot spare

9 Mext Caneel

4. Review the summary of protected logical drives, then click Finish.

Any other logical drives created on the controller will automatically be protected by that global hot
spare.

6.1.4 Assigning a Dedicated Hot Spare or Pool Hot Spare

A dedicated hot spare is assigned to one specific logical drive. A dedicated hot spare assigned to protect
more than one logical drive is called a pool hot spare.

Note: You must create the logical drive before you can assign a dedicated hot spare to protect
it.

To assign a dedicated spare or pool hot spare:

1. Inthe Enterprise View, select a controller then, in the Physical Devices tree, select the disk drive or
SSD you want to designate as a hot spare. (See Hot Spare Limitations on page 48 for help selecting
a disk drive.)

2. Onthe ribbon, in the Physical Device group, click Spare Management.

iy

2383
“* &2 Spare Management
FPhysical Device

The Spare Management wizard opens.
3. Select Dedicated or Pooled, as needed, then click Next.
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Q.f: Spare Managernent ®
& Slot 2
o Select Spare _ .
Type A=zign Hot Spane
Logical Diewvi
R Glabal Create 3 alobal hot spare for all logical devices
Summary
'T;?' Dedicated Create a hot spare for a dedicated logical device
Poaled Create a3 hot spare for 3 set of logical devices

— Un-assign Hot Spare

Un-az=ign Un-a==ign this device az an hot spare

Q et Cancel

4. Select the logical drive(s) that you want protected by the dedicated spare, then click Next.

Q;g Spare Management 4

o Slat 2 Select logical device(s]

o Select Spare
&

Marne State Size[GE] RAID Level

Logical Devices

Summary

Logical Or Optimal 4999 3

9 Eack Met Cancel

5. Review the summary of protected logical drives, then click Finish.

6.1.5 Deleting a Global Hot Spare

You may want to delete a global hot spare to:
e Make disk drive space available for another logical drive.
e Make a global hot spare into a dedicated hot spare.
e Remove the ‘hot spare’ designation from a disk drive that is no longer being used as a hot spare.

To delete a global hot spare:

1. Inthe Enterprise View, select a controller then, in the Physical Devices tree, select a hot spare drive.

2. Onthe ribbon, in the Physical Device group, click Spare Management.
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The Spare Management wizard opens.
3. Click Un-assign, then click Next.

Review the summary of affected logical drives, then click Finish.
The hot spare is deleted and the drive becomes available for other uses in your storage space.

6.1.6 Removing or Deleting a Dedicated Hot Spare

You can delete a dedicated hot spare or remove it from a logical drive. You may want to do this to:
e Make disk drive space available for another logical drive.
e Make a dedicated hot spare into a global hot spare.
¢ Remove the ‘hot spare’ designation from a disk drive that is no longer being used as a hot spare.

To remove or delete a dedicated hot spare:

1. Inthe Enterprise View, select a controller then, in the Physical Devices tree, select a dedicated hot
spare.

2. On the ribbon, in the Physical Device group, click Spare Management.

e ]

o e e |
“i w2 Spare Management

FPhysical Device

The Spare Management wizard opens.
3. Click Un-assign, then click Next.
4. Select the logical drive(s) from which to remove the dedicated spare, then click Next.

\:‘; Spare Managernert x

o ot 2 Select logical deviee(s]

W Select Spane
Type

Marne State Sizel GBI RAID Level

Logical Devices
Summary

Logical Dre3 Oiptimal 49.99 5

Q Eack Meaxt Cancel

5. Review the summary of affected logical drive(s), then click Finish.
If the spare protects only one logical drive, it is deleted and the drive becomes available for other
uses in your storage space. If the spare protects more than one logical drive (a pool spare), it is

CONFIDENTIAL Document No.: ESC-2160661, Issue 1 51



Protecting Your Data © Microsemi

6.2

6.3

Power Matters.”

removed from the selected logical drive(s) but continues to protect the other logical drives to which
it is assigned.

Enabling Copyback

When a logical drive is rebuilt using a hot spare (see Failed Disk Drive Protected by a Hot Spare on page
126), data from the failed drive is transferred to the hot spare. When copyback is enabled, data is moved
back to its original location once the controller detects that the failed drive has been replaced. Once
the data is copied back, the hot spare becomes available again.

To enable or disable copyback:

1. Inthe Enterprise View, select a controller.
2. Onthe ribbon, in the Controller group, click Set Properties.

5.0 % O
™ 2 P2

Controller

The Set Properties window opens.
3. Click the Data Protection tab.
In the Copyback drop-down list, select Enabl ed or Di sabl ed, then click Apply.

“@ Set Properties *®
Setup controller data protection parameters

“® Controler 1

General Data Protection Power Management

Automatic Failover Enabled hd
CopyBack I Enabled I
Prezerve Cache I Digabled d
RAID Congistency Check Enakled ™

Consistency Check Period (days) a0 -
-

Q OK Cancel

Enabling Automatic Failover

This function controls the rebuilding of a logical drive when a failed drive is replaced. When failover is
enabled, the controller automatically rebuilds a logical drive when a failed disk drive is replaced. When
failover is disabled, the logical drive must be rebuilt manually (for more information, see Rebuilding
Logical Drives on page 128). Failover applies to redundant logical drives only (see Selecting the Best RAID
Level on page 142).

To enable or disable failover:
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1. Inthe Enterprise View, select a controller.
2. Onthe ribbon, in the Controller group, click Set Properties.

<%
oy

A
Set Properties

Contraller

The Set Properties window opens.
3. Click the Data Protection tab.
4. In the Failover drop-down list, select Enabl ed or Di sabl ed, then click Apply.

“@ Set Properties »®

Setup controller data pratection parameters
“ Cortroler 1

General Data Protection Power Management
Automatic Failover Enshlad ~
CopyBack I Enabled -
Preserve Cache I [r— =
RAID Consistency Check I Enabled -
Congistency Check Period (days) 30 &
—

0 OK Cancel

6.4 Enabling Controller Cache Preservation

This option enables and disables controller cache preservation. With cache preservation enabled, the
system preserves the controller's DDR cache to prevent data loss in the event of (1) a power failure or
unsafe shutdown of external enclosures while the host system and controller still have power; and (2)
connectivity problems with drives.

"Dirty pages" (data that have not been committed to disk) are restored to the cache when power is
restored and the logical drives on the controller are back online. Once the preserved cache is restored,
the controller flushes the data to disk using its normal scheduling mechanism.

Note: You cannot enable maxCache read and/or write caching on a controller with cache
preservation enabled; nor can you create a maxCache Device on the controller. The following
operatlons are not permitted on a controller in the Cache Preserved state:

Creating a logical drive

Changing the Performance mode

Running a consistency check

Changing the RAID Level of a logical drive

Forcing a logical drive online or offline

Changing the cache page size

To enable or disable cache preservation:

1. Inthe Enterprise View, select a controller.
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On the ribbon, in the Controller group, click Set Properties.

R RC
1
Set Propetties

Contraller

The Set Properties window opens.
Click the Data Protection tab.
In the Preserve Cache drop-down list, select Enabl ed or Di sabl ed, then click Apply.
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Modifying Your Storage Space

This section provides additional scenarios for creating and modifying logical drives. It explains how to
create hybrid RAID drives; optimize logical drive performance; and use maxView Storage Manager's
power management features to create an energy-efficient storage space.

Understanding Logical Drives

A logical drive is a group of physical disk drives that appears to your operating system as a single drive
that can be used for storing data.

A logical drive can comprise one or more disk drives or SSDs, and can use part or all of each disk drive's
capacity.

You can include the same disk drive in two different logical drives by using just a portion of the space
on the disk drive in each, as shown in the following figure.

Three Disk Drives
(500 MB Each)

TN One RAID 5
N+ i i
o Logical Drive
ne RAID 1 250 MB | 250 MB Y
Logical Drive \v
N~}
™ 250 MB
Y
i N
Available |
Aralee | o > 250 MB
N Neo— ]
P | - 250 MB

] N A
Appears to Operating System N~
as one 250 MB disk drive 250 MB | 250 MB
Appears to Operating System

~— as one 500 MB disk drive

Disk drive space that has been assigned to a logical drive is called a segment. A segment can include all
or just a portion of a disk drive's space. A disk drive with one segment is part of one logical drive, a disk
drive with two segments is part of two logical drives, and so on. When a logical drive is deleted, the
segments that comprised it revert to available space (or free segments).

A logical drive can include redundancy, depending on its RAID level. (See Selecting the Best RAID Level
on page 142 for more information.)

Once a logical drive has been created, you can change its RAID level or increase its capacity to meet
changing requirements. You can also protect your logical drives by assigning one or more hot spares to
them. (See Creating and Managing Hot Spares on page 48 for more information.)

Creating and Modifying Logical Drives
For basic instructions for creating logical drives, see Building Your Storage Space on page 38.
This section describes additional scenarios for creating logical drives:

e To create a logical drive from different-sized disk drives, see Including Different-sized Disk Drives
in a Logical Drive on page 56.
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¢ To create a logical drive using available segments of disk drives, see Creating a Logical Drive Using
Available Segments on page 57.

e To create a hybrid RAID logical drive using a combination of hard disk drives and SSDs, see Creating
a Hybrid RAID Logical Drive on page 57.

7.2.1 Including Different-sized Disk Drives in a Logical Drive

You can combine disk drives of different sizes in the same logical drive. If the logical drive includes
redundancy, however, the size of each segment can be no larger than the size of the smallest disk drive.
(See Selecting the Best RAID Level on page 142 for more information about redundancy.)

Note: We recommend that you do not combine SAS and SATA disk drives within the same logical
drive. maxView Storage Manager displays a warning if you try to create a logical drive using a
combination of SAS and SATA disk drives.

To create a logical drive with disk drives of different sizes, follow the instructions in Custom Configuration
on page 44. When the wizard displays the RAID Members panel, select different size drives, as shown
in the figure below, then complete the wizard.

[\ Create LD ®

< Controller 1

« Creation Mode

RAID Level: RAID 5
« RAID Level
RAID Members Device Protocol State Total {GE) Free (GB) =
RAID Attributes ~ @Contraller !
Surmimary ¥ §g Physical Devices
¥ g Enclosure 0
“gsioti SATA, Optiral | 232.885 172,714
[ gsiot2 SATA Optimal | 232.885 172714
Ealots SATA Reaty 232 885 732714
[#] <gsiots SATA Ready 232.885 232714
oLl SATE, Reaiy 232.885 232714
[ ®siot12 | gam Ready | 111.780 ME1 e
O Back Hext Cancel

When the logical drive is created, check its resources on the Storage Dashboard: it should appear similar
to the next figure, where a RAID 5 logical drive includes two disk drives of one size and one of another.
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=| Summary H 5 Properties H “. Resources H [ Events ‘
Physical Disks
Device State Total {GB) Free {GB)
¥ fgEnclosure 0

*aSIot 1 Optimal 232.885 172.714
foSlot2 Optimal 232.885 61,094
*'Q‘Smt 3 Dedicated hot spare 232.885 6.103
*a Slot 4 Ready 232.885 232.714
™
“gstots Ready 232.885 232714 RAIDS with different size disks.

“[o/Slot6 Optimal 232.885 121.094 —— No segment is larger than smallest

v slots Hotispare 232.885

siot9 Optimal 46.585 6.103

3 Slot 10 Optimal 46.585 6.103

€ slot 11 Optimal 46.585 6.103
o Slotd2 Optimal 111,790 0.001

‘ ® Other devices ‘ ‘ ‘

You can include a disk drive's available space in a new logical drive (see Creating a Logical Drive Using
Available Segments on page 57), or add it to an existing logical drive (see Increasing the Capacity of a
Logical Drive on page 63).

Creating a Logical Drive Using Available Segments

Free segments on a disk drive can be used to create a new logical drive. (Each segment can be used in
only one logical drive at a time.)

To create a logical drive using free segments on disk drives, follow the instructions in Custom
Configuration on page 44. When the wizard displays the RAID Members panel, select the disk drives
and/or free disk drive segments you want to use in the logical drive, then complete the wizard.

Creating a Hybrid RAID Logical Drive

You can combine hard drives and Solid State Drives (SSDs) in a RAID 1 or RAID 10 logical drive to create
a hybrid RAID drive. Hybrid RAID leverages the performance benefits of the SSDs in your system by
sending read operations to the SSD first; typically, the fastest I/O path.

For a hybrid RAID 1, you must select exactly one HDD and one SSD. For a hybrid RAID 10 you must select
an equal number of SSDs and HDDs.

You can use any SSD (or available segment) when creating or modifying a hybrid RAID drive.
To create a hybrid RAID drive:

1. Inthe Enterprise View, select a system, then select a controller on that system.

Note the number and location of SSDs in your system; for instance, SSD 1 in Slot 1 on Enclosure 1,
SSD 2 in Slot 3 on Enclosure 1, and so on. This information will be helpful as you create the hybrid
RAID drive in the wizard.

2. On the ribbon, in the Logical Device group, click Create Logical Drive.

Create Logical Device

Logical Dewice

3. When the wizard opens, select Custom Configuration, then click Next.
In the RAID Level panel, select RAID 1 or RAID 10, then click Next.
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5. Select the hard drives and SSDs that you want to use in the hybrid RAID drive.

[\ Create LD

- Controller 1

~ Creation Mode
~ RAID Level
RAID Mambars
RAID Attributes

“Z 5ot
@Stz
Summary @eotd
“@alnts
“ZoIntE
[ g5ttt
[ ®siota
€ 5Siot10
€ st

* Other devicas

2]

For a RAID 10, be sure to select an even number of SSDs and HDDs!

SATA
SATA
SATA
SATA
SATA
SATA
SATA
SATA
SATA

Cptimal
Optirnal
Ready
Ready
Cptimal
Ready
Ready
Ready
Ready

Next

232885
232885
232885
232885
232885
232885
46 585
46 585
46 585

Cancel

172714
F1.094
232714
232714
121,094
232714
16.434
46,434
16.434

L«

6. Click Next, then customize the RAID Attributes, as needed. See Fine-tuning Logical Drives on page

58 for more information.

7. Click Next, review the logical drive settings, then click Finish.

maxView Storage Manager begins to build the hybrid RAID drive. Use the Event Log and Task Log to

track build progress.

Fine-tuning Logical Drives

You can fine-tune a new or existing logical drive to meet your needs by changing its name or adjusting

the property settings described in this section.

Renaming a Logical Drive

To change the name of a logical drive:

1. Inthe Enterprise View, select a controller, then select the logical drive you want to rename.

2. Ontheribbon, in the Logical Device group, click Set Properties.

26 |

Set Properties

Laogical Dewvice

The Set Properties window opens.

3. Inthe Logical Device Name field, type the new name, then click OK. Names can include any
combination of letters, numbers, and spaces.
maxView Storage Manager updates the logical drive name and displays the new name in the Enterprise

View.
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7.3.2 Changing the Read Cache Setting

When read caching is enabled, the controller monitors read access to a logical drive and, if it sees a
pattern, pre-loads the cache with data that seems most likely to be read next, thereby improving
performance. You can set the Read Cache to:

e Enabled—The controller transfers data from the logical drive to its local cache in portions equal to
the stripe size. Use this setting for the best performance when workloads are steady and sequential.
Enabled is the default setting.

¢ Disabled—The controller transfers data from the logical drive to its local cache in portions equal
to the system 1/0 request size. Use this setting for the best performance when workloads are
random or the system |/O requests are smaller than the stripe size.

Note: For additional performance gains in read-intensive applications, you can also use maxCache
read caching. For more information, see Configuring maxCache for a Logical Drive on page 72.

To quickly change the read cache setting:

1. Inthe Enterprise View, select a controller, then select a logical drive on that controller.
2. Onthe ribbon, in the Logical Device group, click Set Properties.

S6

Set Properties

Lagical Dewvice

The Set Properties window opens.

3. Inthe Read Cache drop-down list, select Enabl ed or Di sabl ed, as needed.
4. Click OK.

7.3.3 Changing the Write Cache Setting

The write cache setting determines when data is stored on a disk drive and when the controller
communicates with the operating system. You can set the Write Cache to:

¢ Disabled (write-through)—The controller sends (or writes) the data to a disk drive, then sends
confirmation to the operating system that the data was received. Use this setting when performance
is less important than data protection.

¢ Enabled (write-back)—The controller sends confirmation to the operating system that the data
was received, then writes the data to a disk drive. Use this setting when performance is more
important than data protection and you aren't using a battery-backup cache or zero-maintenance
cache protection module. Enabled is the default setting.

e Enabled (write-back) when protected by battery/ZMM—Similar to Enabled (write-back), but used
when the controller is protected by a zero-maintenance cache protection module. For more
information about zero-maintenance cache protection, see the Microsemi Adaptec RAID Controller
Installation and User's Guide.

Note: (RAID 10, 50, and 60 only) All logical drives comprising a RAID 10/50/60 logical device must
have the same write cache setting—either all write-through or all write-back.

To quickly change the write cache setting:

1. Inthe Enterprise View, select a controller, then select a logical drive on that controller.

2. Onthe ribbon, in the Logical Device group, click Set Properties.

e 6

Sek Properties

Logical Device

The Set Properties window opens.
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3. Inthe Write Cache drop-down list, select Enabl ed, Enabl ed when protected by battery/ ZM
or Di sabl ed, as needed.

4. Click OK.

Changing the Stripe Size

The stripe size is the amount of data (in KB) written to one disk drive, before moving to the next disk
drive in the logical device. Stripe size options vary, depending on your controller and RAID level. For
example, in a RAID 6 or RAID 60 logical drive, the more disk drives included in the logical drive, the fewer
stripe size options are available. Normally, the default stripe size provides the best performance.

You can change the stripe size of an existing logical drive when you expand or migrate the logical drive.
For more information, see Increasing the Capacity of a Logical Drive on page 63 and Changing the RAID
Level of a Logical Drive on page 64.

Changing the Initialize Method

The initialize, or build, method determines how a logical drive is prepared for reading and writing and
how long initialization will take.

You can choose one of the initialization methods below when you create a new logical drive with the
Custom Configuration wizard. (The methods are presented in order of slowest to fastest.) You can change
the initialization method of an existing logical drive only when you expand the logical drive (see Increasing
the Capacity of a Logical Drive on page 63).

e Build—(slowest) For RAID 1 logical drives, data is copied from the primary drive to the mirror drive;
for RAID 5 and RAID 6 logical drives, parity is computed and written. maxView Storage Manager
performs Build initializations in the background; you can use the logical drive immediately, though
performance will be impacted until the build is complete. Build is the default setting for most logical
drives

e Clear—Every block in the logical drive is overwritten with zeros, removing all existing data. You
cannot use the logical drive until the initialization is complete.

e Quick—(fastest) The logical drive is made available immediately. Quick is the default setting for
RAID 1, RAID 1EE, and RAID 10 logical drives. It is recommended for use only with new drives.

Note: For a redundant logical drive, write performance will be impacted while it is in Quick
Init mode until a Verify with Fix is performed (see Verifying and Fixing a Logical Drive on page
62).

¢ Skip Initialization—Reconstructs the logical drive meta-data without modifying or destroying other
data on the disks. Useful for recovering data when multiple drives fail in the same logical drive. For
more information, see Multiple Disk Drive Failures in the Same Logical Drive on page 127.

Optimizing Logical Drive Performance

To ensure optimal performance of the logical drives in your storage space, you can select an
application-specific performance mode to improve I/O throughput based on the needs of your application.
The following performance modes are supported by maxView Storage Manager.

Performance Mode Performance Criteria Best Performance

Dynamic (default) Automatically adjusts crite- —
ria based on controller us-
age, RAID level, and disk

drive type
Online Transaction Process  100% Random SAS:
(ﬁLT?)/?gtabase;a system ' 60%--80% Read RO Sequential writes (all request sizes)
that facilitates and manages o o . .
transaction-oriented applica- 20%--40% Write RO File server and Web server
tions, such as data entry or  8Kb Blocks R5 Sequential writes (all request sizes)
retrieval applications. R5 Web server

R6 Web server
R10 Sequential writes
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Best Performance

R10 Web server

SATA:

RO Sequential reads (all request sizes)

RO Sequential writes (all request sizes)
RO File/print server

R5 Sequential writes (256Kb request size)
R5 Random writes

R6 Sequential writes (all request sizes)
R10 Sequential writes (all request sizes)
R10 Workstation

Optimizes performance for Web servers, file servers,
and databases

To select a performance mode for the logical drives on a controller:

1. Inthe Enterprise View, select a controller, then select a logical drive on that controller.

2. Onthe ribbon, in the Logical Device group, click Set Properties.

2G|

Sek Properties

Laogical Dewvice

The Set Properties window opens.

3. Inthe Performance Mode drop-down list, select the application type: Dynamic, OLTP, or Big Block

Bypass.
4. Click OK.

5. Shutdown maxView Storage Manager and reboot the system.

Note: You must reboot the system for the performance mode setting to take effect.

Verifying Logical Drives

To ensure that there are no data problems on your logical drives, it is important to verify them. When
you verify a logical drive, maxView Storage Manager checks it for inconsistent or bad data and then
fixes any problems. (You can also choose to verify a logical drive without fixing it.)

Logical drives without redundancy (for instance, RAID 0 logical drives) do not need to be verified.

In maxView Storage Manager, logical drive verification can occur in different ways, depending on your

controller:

e Automatic verification—If your controller supports Build initialization, maxView Storage Manager
automatically verifies all new redundant logical drives. No manual verification is required.
To see if your controller supports Build initialization, select the controller in the Enterprise View

then, on the Storage Dashboard, click Properties.
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e Manual verification—If your controller doesn't support Build initialization, a Warning-level event
notice appears in the event log prompting you to verify a logical drive before you begin to use it.
To verify a logical drive manually, see Verifying and Fixing a Logical Drive on page 62.

e Background verification—If your controller supports background consistency check, maxView
Storage Manager continually and automatically checks your logical drives once they're in use.

To see if your controller supports background consistency check, select the controller in the Enterprise
View then, on the Storage Dashboard, click Properties. To enable or disable background consistency
check or to set the checking period, see Enabling/Disabling Background Consistency Check on page 63.

If your controller doesn't support background consistency check, we highly recommend that you verify
your logical drives weekly, following the instructions in Verifying and Fixing a Logical Drive on page 62.

Verifying and Fixing a Logical Drive

While maxView Storage Manager verifies and fixes a logical drive, you can't complete any other tasks
on the controller. Because the verification can take a long time to complete, you may want to schedule
the task to be completed overnight or on a weekend.

Note: For performance reasons, verifying a logical drive with fix is required for all redundant
logical drives created using the Quick Initialization method (see Changing the Initialize Method
on page 60). For other logical drive types, you can choose to verify the logical drive without fixing
inconsistent or bad data.

To verify and fix a logical drive:

1. Ensure that no activity is taking place on the controller for the logical drive.
2. Inthe Enterprise View, select the logical drive.
3. Onthe ribbon, in the Logical Device group, click Verify.

Logizal Dewice

The Verify Logical Device window opens.

4. To verify the logical drive without fixing bad data, click Verify (default). To repair inconsistent or bad
data during verification, click Verify with fix.

m Verify / Verify with Fix Logical Device x

e ety

“erify with Fix

Attertion: Verify of a logical device iz a lengthy process. The
A0 progress of the task can be monttored in 'Task' (main window)

Are you sure you weant to verify this logical device?

Q Schedule | Verify | Cancel

5. To verify the logical drive now (immediately), click Verify.

To verify the logical drive later, click Schedule, then set the time and date to perform the verification.
You can also set up the verification as a recurring task. (For more information, see Working with
Scheduled Tasks on page 77.)
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Caution: Do not power off the system while the verification is in progress. If you do, the
verification will stop.
When the verification is complete, an event notice is generated in the event log, at which time you
can continue working with the controller.

Enabling/Disabling Background Consistency Check

If your controller supports background consistency check, maxView Storage Manager continually and
automatically checks your logical drives for bad or inconsistent data once they're in use. (To see if your
controller supports background consistency check, select the controller in the Enterprise View then, on
the Storage Dashboard, click Properties.)

To enable or disable background consistency check:

1.
2.

o n ok w

In the Enterprise View, select a controller.
On the ribbon, in the Controller group, click Set Properties.

€%
oy

A
Set Properties

Contraller

The Set Properties window opens.

Click the Data Protection tab.

In Consistency Check drop-down list, select Enabl ed or Di sabl ed.
Enter the Consistency Check Period period, in days.

Click Apply.

Increasing the Capacity of a Logical Drive

You can add more disk drive space, or expand, a logical drive, to increase its capacity .

Note: Some operating systems have size limitations for logical drives. Refer to your operating
system documentation to see if size limits apply.

The expanded logical drive must have a capacity that is greater than or equal to the original logical drive.

To increase the capacity of a logical drive:

1.
2.

In the Enterprise View, select a controller, then select the logical drive you want to expand.
On the ribbon, in the Logical Device group, click Expand/Migrate.

Logical

A wizard opens to help you modify the logical drive.

Click Next.

4. Select the disk drive(s), drive segments, or SSDs you want to add to the logical drive.

If you want to remove a specific disk drive or segment and replace it with another one (for instance,
to replace a smaller disk drive with a larger one), deselect the disk drive you want to remove, then
select another disk drive of greater or equal capacity to replace it.

CONFIDENTIAL Document No.: ESC-2160661, Issue 1 63



Modifying Your Storage Space © Microsemi

7.7

Power Matters.”

Note: We recommend that you do not combine SAS and SATA disk drives within the same
logical drive. maxView Storage Manager displays a warning message if you try to create a
logical drive using a combination of SAS and SATA disk drives.

5. Click Next.

6. Enter the size of the logical drive in the space provided (in gigabytes). It must be greater than or
equal to the current size.

7. Select a new stripe size from the drop-down list, if required.
Note: The default stripe size usually provides the best performance.

8. Click Next.
9. Review the logical drive settings. To make changes, click Back.

10. Click Finish.
The logical drive is expanded and its capacity increased to the new size.

Changing the RAID Level of a Logical Drive

If your storage needs or application requirements change, you can change, or migrate, the RAID level
of your logical drives to another, more suitable, RAID level. You may want to change the RAID level to
add redundancy, further protect your data, or to improve data availability for speedier access. See
Selecting the Best RAID Level on page 142 for more information.

Changing the RAID level normally requires one or more disk drives to be added to or removed from the
logical drive. maxView Storage Manager will not let you change the RAID level unless the right number
of drives are available.

The following RAID level migrations are supported:

RAID 0 to RAID 5

RAID 0 to RAID 10

RAID 5 to RAID 6

RAID 6 to RAID 5

RAID 10 to RAID 5

RAID 5 to RAID 10

RAID 1to RAID 5

SIMPLE VOLUME to RAID 1
RAID 1 to SIMPLE VOLUME

To change the RAID level of a logical drive:

1. Inthe Enterprise View, select a controller, then select the logical drive that you want to migrate.
2. Onthe ribbon, in the Logical Device group, click Expand/Migrate.

Logical

A wizard opens to help you modify the logical drive.

3. Select a new RAID level, then click Next. Only valid RAID level options are offered.

4. Inthe RAID Members panel, select the disk drive(s), drive segments, or SSDs that you want to add
to the logical drive.

If you want to remove a specific disk drive or segment and replace it with another one (for instance,
to replace a smaller disk drive with a larger one), deselect the disk drive you want to remove, then
select another disk drive of greater or equal size to replace it.
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Note: We recommend that you do not combine SAS and SATA disk drives within the same
logical drive. maxView Storage Manager displays a warning message if you try to create a
logical drive using a combination of SAS and SATA disk drives.

5. Enter the size of the logical drive in the space provided (in gigabytes). It must be greater than or
equal to the current size.

Note: Some operating systems have size limitations for logical drives. Before you save the
configuration, verify that the logical drive size is supported by your operating system.

6. Select a new stripe size from the drop-down list, if required.
Note: The default stripe size usually provides the best performance.

7. Click Next.
8. Review the logical drive settings. To make changes, click Back.

9. Click Finish.
The logical drive is reconfigured with the selected disks and migrates to the new RAID level.

Erasing a Logical Drive

You can use maxView Storage Manager to erase the data on any logical drives that are in the Optimal
state. The logical drive remains in the Enterprise View and ready to store new data.

Caution: When you erase a logical drive, you lose all data on that drive.
To erase a logical drive:

1. Inthe Enterprise View, select a controller, then select the logical drive you want to erase.

2. Onthe ribbon, in the Logical Device group, click Erase.

B 2R |

= Ol
. L-:-gical .

The Erase Logical Device window opens.

3. Click Erase to erase the logical drive; click Cancel to cancel the action.

Deleting a Logical Drive

When you delete a logical drive, it is removed from the Enterprise View and the disk drives or segments
in the logical drive become available to use in a new logical drive (see Creating a Logical Drive Using
Available Segments on page 57), or to expand an existing logical drive (see Increasing the Capacity of
a Logical Drive on page 63).

Caution: When you delete a logical drive, you lose all data stored on that logical drive. Be sure
that you no longer need the data on the logical drive before you delete it.

To delete a logical drive:

1. Inthe Enterprise View, select a controller, then select the logical drive you want to delete.

2. Onthe ribbon, in the Logical Device group, click Delete.
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3. When prompted, click Delete to delete the logical drive.

7.10 Deleting all Logical Drives on a Controller

Use the following procedure to delete all logical drives on a controller or to select the logical drives on
the controller that you want to delete. The logical drives are removed from the Enterprise View and the
disk drives or segments in the logical drives become available for use in new logical drives.

Caution: When you delete a logical drive, you lose all data stored on that logical drive. Be sure
that you no longer need the data on the logical drive before you delete it.

To delete all logical drives on a controller:

1. Inthe Enterprise View, select a controller.

2. Onthe ribbon, in the Logical Device group, click Delete.
B

Logical De-\J J

The Delete Logical Devices window opens.

3. To select all drives on the controller, click the check box at the top of the left column. You can also
select the logical drives individually.

m Delete Logical Device(s) ®

Selected logical device(s) will be deleted
 Controller 1

| Hame State Size (GB) RAID Level
|z| LogicalCre O Ctirmazl 4493 RAID S
|z| LogicalDry 1 Optirmal 131514 RAID O
|2| LogicalCry 2 Copatirmial B8.252 RAIC 1

g OK Cancel

4. Click OK.
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Maintaining an Energy-Efficient Storage Space

You can use power management in maxView Storage Manager to maintain an energy-efficient storage
space. Power management of your storage space reduces cooling and electricity costs. It increases
system stability due to lower heat dissipation. And it improves the quality of your work environment
by reducing noise levels in your computer rooms and data centers.

This section describes how to configure power management for the logical drives and RAID controllers
in your storage space. You can configure power management for an individual logical drive or for all
logical drives on a controller.

¢ To configure power management for a logical drive, see Setting Power Management Options for
a Logical Drive on page 67.

¢ To configure power management for a controller, see Setting Power Management Options for a
Controller on page 68.

¢ To disable power management on a logical drive, see Disabling Power Management for a Logical
Drive on page 69.

Note: To see if your controller supports power management, select the controller in the Enterprise
View then, on the Storage Dashboard, click the Properties tab. If the Key Features section includes
'Intelligent Power Management', the controller supports the power management features. You
can check for power management support on the Storage Dashboard for controllers, logical drives,
and physical drives.

Setting Power Management Options for a Logical Drive
This section describes how to set the power management options for an existing logical drive.

For each logical drive in your storage space, you can a set a timer to reduce the disk drive spin rate
(RPM), turn disk drives off, and verify the health of inactive drives.

Note: We do not recommend enabling power management for logical drives with shared physical
drives; that is, logical drives that include segments of the same physical drives. Placing logical
drives with these characteristics under power management may limit the power savings benefit
in your storage space.

To set the power management options for a logical drive:

1. Inthe Enterprise View, select a controller, then select a logical drive.
2. Onthe ribbon, in the Logical Device group, click Set Properties.

26

Set Properties

Laogical Dewvice

The Set Properties window opens.
3. Click the Power tab.

In the Power Settings drop-down list, select Enabl ed.
5. Select a value for each timer from the drop-down lists:
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5 Set Properties ®
H Logical D
General Power MaxCache

Power Settings IW;I

Slowe Diown Drives After{Mins) IWLI

Werify Drives After(Hours) lm

FPower Off Drives After(Mins) 20 Minutes -

Q 0K Cancel

¢ Slow Down Drives After—Period of inactivity, from 3 minutes to 3 hours, after which the drives’
spin rate is lowered. The default is Never.
Note: For disk drives that do not support slow operation, set this timer to Never.

o Verify Drives After—Period of inactivity, from 1 hour to 24 hours, after which an inactive drive
(a drive that's already powered down) is restarted and checked to verify its health. Once the
check is complete, the drive is powered down and returns to an inactive state. The default is
Never.

e Power Off Drives After—Period of inactivity, from 3 minutes to 3 hours, after which the disk
drives are turned off. The default is Never.

6. Click OK.

Setting Power Management Options for a Controller

The power management options for a controller affect all logical drives on that controller. You can
choose a “stay awake” period during which disk drives on the controller always operate at their peak
spin rate. You can also set the spin-up limits for the controller—the maximum number of drives that
the controller may spin up at the same time.

Note: The stay awake period is relative to your local system time and time zone. To set the time
zone for power management, you must use the controller BIOS utility. The time zone does not
adjust automatically for daylight savings time. To compensate, you must adjust the stay awake
period manually, either in the BIOS or with maxView Storage Manager. For more information, see
the Microsemi Adaptec RAID Controller Installation and User's Guide.

To set the stay awake period for the disk drives on a controller:

1. Inthe Enterprise View, select a controller.

2. Onthe ribbon, in the Controller group, click Set Properties.

€ %
i o
et Propetties

Contraller
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The Set Properties window opens.
3. Click the Power Management tab.
In the Stay Awake Period drop-down list, select Enabl ed.

5. Enter the stay awake period start time and end time in 24-hour, hh:mm, format; for example, 09:00
for 9AM, 14:00 for 2PM, and so on. You can enter the time manually or with slider controls.

‘ﬂ Set Properties x
7 @l Setup contraller poweer management parameters
General Data Protection Power Management

Initerrial Drive Spinug Limit 4 =

E:xternal Drive Spinup Limit 1 :

Stay Awake Period Im

Stay Awake Period Start 10:00

Stary Aweake Period Stop 16:00

Stay &wake Dayis) ["mo ﬂ 51 | su

9 OK Cancel

6. Select the days of the week to enforce the stay awake period. On days that you do not select, the
stay awake period is disabled and the spin rate is controlled by the logical drive's power timer settings
(see Setting Power Management Options for a Logical Drive on page 67).

7. Enter the maximum number of internal disk drives that the controller may spin-up at the same time.
Then, enter the maximum number of external drives (drives in an enclosure) that the controller may
spin-up at the same time.

8. Click OK.

Disabling Power Management for a Logical Drive

You can disable power management for a logical drive. You may choose to disable power management
for the drives on a high-volume server or a logical drive that needs to be highly available.

To disable power management for a logical drive:

1. Inthe Enterprise View, select a controller, then select a logical drive on that controller.

2. Onthe ribbon, in the Logical Device group, click Set Properties.

26

Set Properties

Laogical Dewvice

The Set Properties window opens.
3. Click the Power tab.
4. Inthe Power Settings drop-down list, select Di sabl ed.
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Working with maxCache Devices

Microsemi Adaptec Series Q controllers support an advanced SSD caching technology called maxCache™.
maxCache uses a reserved logical drive comprised of SSDs only, called the maxCache Device, to support
read and redundant write caching for storage connected directly to your controller.

maxCache accelerates application performance in 10-intensive applications with mixed workloads. It
can be applied independently on a per controller or per logical drive basis. By default, maxCache is
enabled for new logical drives (see Creating Logical Drives on page 42).

With maxCache read caching enabled, the system copies frequently read "hot" data to the maxCache
Device for faster retrieval. With maxCache write caching enabled, the maxCache Device is populated
with certain "hot" blocks from the logical drives on the controller. All writes to these hot blocks go
directly to the maxCache Device. The data remain on the maxCache Device until it is full or some other
"hotter" data replaces it.

Use the procedures in the following sections to create, modify, and maintain the maxCache Device, and
to enable and disable maxCache for the logical drives in your storage space.

Note: Microsemi Adaptec Series 6Q controllers support maxCache read caching only. For Series
6Q controllers, the maxCache Device is a simple collection of SSDs; it is not a logical device. For
more information, see Using maxCache with Microsemi Adaptec Series 6Q Controllers on page
75. For more information about maxCache technology, visit www.adpatec.com.

Creating a maxCache Device

To create a maxCache Device:
1. Inthe Enterprise View, select a system, then select a controller on that system.
2. Onthe ribbon, in the maxCache group, click Create maxCache.

Create maxCache

maxCache

3. When the wizard opens, select a RAID level for the maxCache Device, then click Next.

See Selecting the Best RAID Level on page 142 for more information about RAID levels.

4. Select the SSDs that you want to include in the maxCache Device. Be sure to select the right number
of SSDs for the RAID level you selected.
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[ 4 Create MaxCache ®

- Controller 1

 RAID Level
Device State Total {GB} Free {GB)

RAID Members
v« Controller 1

RAID Attributes
~ gg Physical Devices

Summan
'n'a-Enclusure 1]
sintg Ready 16,525 16,434
& ot Ready 46,535 45 464
|Z\ g siot 11 Ready 46.585 46.484
¥ Other devices
g Back Mext Cancel
5. Click Next.

6. (Optional) In the RAID Attributes panel, customize the settings for the maxCache Device. You can:

e Enter a name for the maxCache Device. Names can include any combination of letters and
numbers, but cannot include spaces.

e Setasmaller logical drive size. (By default, the maxCache Device uses all available drive space.)

e Set the build method to: Build, Clear, or Quick.

e Set the build priority to: High, Medium, or Low.

See Fine-tuning Logical Drives on page 58 for details about customizing the settings in the RAID
Attributes panel.

7. Click Next, then review the logical drive settings. To make changes, click Back.

8. Click Finish.
maxView Storage Manager builds the maxCache Device. Use the Event Log and Task Log to track
build progress.

8.2 Configuring maxCache for a Logical Drive

You can enable or disable maxCache read and write caching for each logical drive in your storage space:

1. Inthe Enterprise View, select a controller, then select a logical drive on that controller.

2. Onthe ribbon, in the Logical Device group, click Set Properties.

26

Set Properties

Laogical Dewvice

3. When the Set Properties window opens, click the maxCache tab.
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3 Set Properties x
H LogicalDd
General Power MaxCache

haxCache ReadCache Enabled vl

MaxCache WriteCache Digahled 'l

9 0K Cancel

4. Inthe drop-down lists:

* For maxCache Read Cache, select Enabl ed or Di sabl ed, as needed.
e For maxCache Write Cache, select Enabl ed or Di sabl ed, as needed.

5. Click OK.

8.3 Configuring maxCache for a Controller

You can disable maxCache write caching for all logical drives on a controller. Because write caching
sends in-coming data to the maxCache Device first, before moving it to the logical devices on your
controller, you may want to disable write caching to reduce the possibility of data loss in the event of
a power outage, system failure, or dirty shutdown.
Note: To re-enable maxCache write caching in your storage space, you must change the maxCache
settings for each logical drive individually; see Changing the maxCache Settings for a Logical Drive
on page 72.

To disable maxCache write caching for a controller:

1. Inthe Enterprise View, select a controller, then select the maxCache Device on that controller.
2. Onthe ribbon, in the maxCache group, click Disable Write Cache.

g |

e 4

H

""a’| Disable \Write Cache

r:' ;

i
=

3. Click OK.

8.4 Setting the maxCache Flush and Fetch Rate

Once the maxCache Device is built, you can set its Flush and Fetch rate to optimize the read cache
performance.

To set the maxCache Device Flush and Fetch rate:

1. Inthe Enterprise View, select a controller, then select the maxCache Device for that controller.
2. Onthe ribbon, in the maxCache group, click Set Properties.
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maxCache

The Set Properties window opens.

3. Inthe drop-down list, set the Flush and Fetch rate to: Slow, Medium, or High. The default is Medium.
Note: The lower the rate, the longer data is kept on the maxCache Device before it is flushed
from the cache.

4. Click OK.

Verifying and Fixing the maxCache Device

If maxCache is enabled for a controller, you cannot complete any other tasks on that controller while
maxView Storage Manager verifies and fixes the maxCache Device. Optionally, you can choose to verify
the maxCache Device without fixing inconsistent or bad data, or run a coherency check to compare valid
pages of the maxCache Device with their corresponding logical drive storage.

To verify and fix the maxCache Device:

1.
2.
3.

5.

Ensure that no activity is taking place on the controller for the maxCache Device.
In the Enterprise View, select the maxCache Device you want to verify and fix.
On the ribbon, in the maxCache group, click Verify.

fa f4 [
fo s

maxCache

The Verify maxCache window opens.
Choose a verification option:

Options Description
To repair inconsistent or bad data during  ...click Verify with fix.
verification

To verify the maxCache Device without fix- ...click Verify.

ing bad data

To perform a coherency check on the max- ...click Coherency Check, then select Once or Al ways
Cache meta-data from the drop-down list.
Click OK.

Caution: Do not power off the system while the verification is in progress. If you do, the
verification will stop.

When the verification is complete, an event notice is generated in the system's event log, at which
time you can continue working with the controller.
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Deleting the maxCache Device

When you delete the maxCache Device, the component SSDs become available and can be used to
create a new logical drive, hot spare, or new maxCache Device.

Caution: Ensure that no activity is taking place on the controller for the maxCache Device;
otherwise you may lose data.

To delete the maxCache Device:

1. Inthe Enterprise View, select a controller, then select the maxCache Device.

2. Onthe ribbon, in the maxCache group, click Delete.

fﬁ fo
. che .

3. When prompted, click Delete to delete the maxCache Device; click Cancel to cancel the action.

Using maxCache with Microsemi Adaptec Series 6Q Controllers

Microsemi Adaptec Series 6Q controllers support maxCache read caching only. On a Series 6Q controller
with maxCache read caching enabled, the system copies frequently read "hot" data to an SSD cache
pool, called the maxCache Device. For Series 6Q controllers, the maxCache Device is a simple collection
of SSDs. Unlike the maxCache Device for newer Series Q controllers, it is not a logical device and is not
displayed in the Enterprise view.

Use the following procedure to configure the maxCache Device and to set its cache Flush and Fetch
Rate. By default, maxCache read cachingis enabled for a logical drive. To disable maxCache read caching,
see Changing the maxCache settings for a Logical Drive on page 72.

To configure the maxCache Device on a Series 6Q controller:

1. Inthe Enterprise View, select a system, then select a Series 6Q controller on that system.

2. Onthe ribbon, in the maxCache group, click Create maxCache.

Create maxiCache

maxCache

The maxCache Device Configuration window opens.
3. Select one or more SSDs in the Available SSD Drives list, then click right arrow.
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f_g}MaxCache Device Configuration ®

< Cantroller 1

Poal Size 99,375 GB

rurmber of Drives in Cache Pool 2

Cache Flush and Fetch Rate Lo -
Available SSD Drives maxCache Device
8ot 2 - Ready (20.802 GB) & 5lot 1 - Ready (29.802 GB)
~7Slot 4 - Ready (20,802 GB) - ~75lot 3- Ready (29.802 GB)
-

Q oK Cancel

To remove a SSD from the cache, select one or more SSDs in the maxCache Device list, then click
left arrow.

4. Select the maxCache flush and fetch rate from the drop-down list: Low, Medium, High. (The default
is Medium.)

5. Click OK.

maxView Storage Manager builds the maxCache Device. Use the Event Log and Task Log to track
build progress.

8.8 Analyzing maxCache Performance

maxView Storage Manager provides advanced usage statistics about the maxCache Devices on Series
Q RAID controllers. You can use these statistics to gain a better understanding of how maxCache is
performing in your storage space. Use the Statistics Viewer to view the maxCache statistics; see Viewing
Advanced Statistics on page 112 for more information.
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Working with Scheduled Tasks

maxView Storage Manager allows you to schedule some tasks to start at convenient times. Additionally,
you can schedule some tasks to recur at preset times.

This section describes how to schedule, monitor, and manage tasks.
Scheduling a Task

If a task is lengthy and limits access to components in your storage space, you may want to set a date
and time for the task to start, instead of running the task while there is activity in your storage space.

If a task must be performed regularly, you can schedule it to recur at preset times.
You can schedule these tasks in maxView Storage Manager:

Expanding a logical drive

Changing the RAID level of a logical drive

Modifying the stripe size of a logical drive (as part of an expansion or migration)
Verifying or verifying and fixing a logical drive

Erasing or clearing a logical drive

To schedule one of these tasks:

1. Complete each step of the task until you are prompted to finish the task or schedule the task. (The
actual label on the "finish" button varies, depending on the task type.) Do not click finish!

m Verify / Verify with Fix Logical Device ®

e Cerify

“erify with Fix

Attertion: Verify of 3 logical device iz a lengthy process. The
A0 progress of the task can be monitored in ‘Tazk' (main window)

Are you sure you want to verify this logical device?

g Schedule Verify Cancel

2. Click Schedule.
The schedule window opens.
Note: The schedule window is the same for all tasks, except for the title text on the title bar.

Ia Schedule Verify Logical Device ®
Recurring Mever j
Start Date and Time 0326/2015 09:19 A

g OK Cancel
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3. Click in the Start Date and Time field to pick the task start date from the calendar and/or set the
task start time with the slider controls. By default, the task starts "today".

l'.ﬁ. Schedule Yerify Logical Device x
Recurring I Wisekly j
Start Date and Time (003552015 09:15 b |
(4] April 2015 0
S0 Mo Tu Wwe Th Fr 5=
]
bl E 7 a2 9 10 11
12 13 14 15 18 17 1&
g 19 20 21 22 23 24 25
2B 2V 28 29 30
Time 09:15 Ak
Haour
hinute —

Note: If you are scheduling a task on a remote system located in another geographical area,
remember that the time you set for the task is that system's time, which may be different from

the local time. You will be prompted to select a new time if the one you've set occurs in the
past on the remote system.

Set the recurrence frequency from the drop-down menu, if the option is available for this task and
you want it to occur regularly. You can set a task to recur daily, weekly, or monthly.
5. Click OK.

The task is saved and the scheduled task is added to the Task Log.

9.2 Monitoring Tasks

You can use the Task Log and Event Log—at the bottom of the maxView Storage Manager main window

—to monitor your tasks. The information in each log is complementary, and helps you manage the
scheduled and non-scheduled tasks in your system.

Use the Event Log for information
about running or non-recurring tasks

li Use the Task Log for general task

) information, status, and progress
R Everts | [ Tesks |

Task Id System Description State

Start Time Recurring Priority

Builcrserity logical device: FriJul 20
10.2564 80 corit

Progress

| CLogicalDry

roller 1, logical device 0 Scheduled 23:25:00

Wed Jul 11 |

The Task Log displays all scheduled tasks in order of creation, and includes basic information about each
task, and progress of running tasks. The Status column shows the current condition of each task:

¢ Scheduled—The task is scheduled to be completed at a future date and time.

Running—The task is running and currently in progress.
Error—The task did not complete successfully. (For more information about an error, double-click

the task in the Task Log to open the Task Log Detail window; see Viewing Task Status in the Task
Log on page 102.)
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The Event Log displays additional information about tasks, such as when a scheduled task is modified
or deleted, or when a task did not complete successfully.

The Event Log uses icons to show the status of tasks:
Icon Status Explanation and Solution

6 Information The task completed successfully. No action required.

Warning The task missed its start time. Reschedule the task to clear the error, as described in
[ = ] . .
Modifying a Task on page 79.
° Error The task failed. Delete the task to clear the error. Schedule the task again, as described

in Scheduling a Task on page 77.

What if a Task Misses its Start Time?

Tasks scheduled in maxView Storage Manager include an automatic 30-minute grace period following

their start time, to accommodate temporary interruptions. For instance, if there's a brief power outage
a task will run once normal conditions resume, if the interruption lasts no longer than 30 minutes past
the scheduled start time.

If a task misses its start time, it must be rescheduled. For instructions, see Modifying a Task on page
79.

If a recurring task misses its start time, it is automatically rescheduled to run at the next scheduled
interval.

Modifying a Task

If the requirements for a scheduled task change, you can use maxView Storage Manager to modify the
task. You can reschedule a task for a different date or time; change it from recurring to non-recurring;
and modify the task description that appears in the Task Log. Creating a custom task description makes
it easier to find the task in the task list.

To modify a scheduled task:

1. Inthe Task Log, single-click the task you want to modify.
2. When the Task Log Detail window opens, click Modify.

Task Log *®
Task Id 1 State Scheduled
Systemn 102564122 Recurring Monthly
Priority Loy Start Time Wizd Dec 10 05:25:22 PST 2014
Progress 8%
Description

et all spare disks for errors.

Q Delete Modify.. Close
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3. When the Modify Task window opens, make the required changes, then click OK.

Modify Task %®
Task I |1
Priority I Lowy j
Recurring I Morithily j
Start Date and Time 0302672015 0754 A

g OK Cancel

The task changes are saved and its entry in the Task Log is updated.

9.4 Deleting a Task

If a scheduled task is no longer needed, you can delete it from the system.
To delete a task:

1. Inthe Task Log, single-click the task you want to delete.
2. When the Task Log Detail window opens, click Delete.

3. Click Yes to confirm the deletion.
The task is deleted and its entry is removed from the Task Log.
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This section describes how to manage the controllers, disk drives, solid state drives, and enclosures in

your storage space.

10.1 Viewing Device Properties
Click on any physical device in the Enterprise View then, on the Storage Dashboard, click the Properties
tab to view version numbers, status, model numbers, features, and other information about the device.
The properties listed vary, depending on which type of device you select. The figure below shows the
properties for a controller. For more information about using the Storage Dashboard to monitor the
components in your storage space, see Viewing Component Status in the Storage Dashboard on page
102.
§| Summany EZ Properties ~, PResources # Connectors E Events
— Controller Info ~ Setting: ~, —Key Features
Pheysical Slot 5 || sutomatic Faiover Enabiled || Intefligent Power Management
BICS Wersion 75032033 Consistency Check Enabled Drive Spinup Limit
Driver Wersion 740030815 Congistency Check Period... 30 Internal 0
CPLD “ersion (Loaded f Fla... 44 Copy Back Enabled External i}
SEEPRCM Yersion (Loaded ... 0 Task Priority High Stay Awake Status
Host Bus Type PCle Performance hode Dryniamic Statuz Dizabled
Host Bus Speed 2500 MHz Global Max SAS Phy Link .. 12 Ghis Cache Backup Unit
Hozt Bus Link Width & bitzflink= NCQ Enablet Backup Unit Type AFM-7O0700LR
Overall Backup Unit Status Resacdy
Temperature (Max Recorded) 3000134 C)
Charge Level 100 %
Estimated Life-time 5 Years, 0 Month
maxCache
maxCachs Status Dptimal
Pool Size 0.99 B
Pl Type u}
Preserve Cache
Preserve-Cache Mot Supported
State Marmal
10.2 Locating Drives in Your Storage Space

You can blink the LEDs on disk drives and SSDs to identify where they are physically located in your

storage space. This table describes how to locate specific devices.

To Locate... Select...

A disk drive Disk Drive icon:

-

All disk drives on a controller  Controller icon:

-+

All disk drives included in a log-  Logical Drive icon:
ical drive
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To Locate... Select...

All SSDs in the maxCache De-  maxCache Device icon:

vice
.‘_
£

10.2.1 Locating Disk Drives

To locate an individual disk drive or all physical drives on the controller:

1. Inthe Enterprise View, select a controller; optionally, in the Physical Devices tree, select an individual
drive on the controller.

2. Onthe ribbon, in the Physical Device group, click Locate.

The Locate Physical Device window opens.

3. Click the Locate button.
The LED on the disk drive(s) begin to blink.

4. To stop blinking the drive(s), click Stop.

~{ Locate PD X

<7 Slat1

eThe diskis locating. Click the Stop button to stop locate.

Q Stop Cancel

5. Click Cancel to close the Locate Physical Device window.

10.2.2 Locating Physical Disks in a Logical Drive

To locate all physical disks in a logical drive:

1. Inthe Enterprise View, select a controller then, in the Logical Devices tree, select a logical drive.

2. Onthe ribbon, in the Logical Device group, click Locate.

B =26
BEFLD

I Diewvice

CONFIDENTIAL Document No.: ESC-2160661, Issue 1 82



Maintaining Physical Devices @Micmsemi

Power Matters.”

The Locate LD window opens and displays a list of the physical disks associated with the logical drive.
3. Click the Locate button (on the Locate LD window).

& Locate LD %

ﬂ LogicalCinid

Device State Total {GB} Free {GB)
v 4 Contraller 1
¥ g Physical Devices
v GEnclasure 0
*ESIDH Optimal 232.885 172714
"{-BBIMQ Optimal 232.885 51.094

Q Locate Cancel

The LEDs on the disk drives begin to flash.
4. Click Stop to stop blinking the drives.

5. Click Cancel to close the Locate LD window.

10.2.3 Locating SSDs in the maxCache Device
To locate all Solid State Drives (SSDs) in the maxCache Device:

1. Inthe Enterprise View, select a controller; then, in the maxCache Devices tree, select the maxCache
Device on that controller.

2. On the ribbon, in the maxCache group, click Locate.

maxCache

The Locate maxCache window opens, displaying a list of the SSDs comprising the maxCache Device.
3. Click the Locate button (on the Locate maxCache window).
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[.4 Locate maxCache ®

fg maxCache 0

Device State Total (GB) Free {GB)
~ <@ Controller 1
v 5@ Physical Devices
T Mg Enclosure 0
GSIDIQ Optimal 46.585 0.001
€8I0111 Optimal 46.5985 0001

Q Locate Cancel

The LEDs on the SSDs begin to flash.
4. Click Stop to stop blinking the SSDs.

5. Click Cancel to close the Locate maxCache window.

Working with Failed or Failing Disk Drives

This section describes how to use maxView Storage Manager to manage failed or failing disk drives in
your storage space.

Replacing Disk Drives in a Logical Drive

You can replace one or more disk drives in a logical drive. You may want to replace a drive to upgrade
to larger disk drives, or to make disk drive size uniform across the logical drive.
Caution: If another disk drive in the logical drive fails during rebuild (see Rebuilding Logical Drives
on page 128), you may lose data. For help solving disk drive problems, see Recovering from a Disk
Drive Failure on page 126.

To replace a disk drive in a logical drive:

1. In the Physical Devices tree in the Enterprise View, find the disk drive you want to replace; note its
size and location (for instance Slot 1 in Enclosure 0).

Set the drive state to failed. (See Setting a Disk Drive to ‘Failed’ on page 84.)

Remove and replace the disk drive with one of equal or greater size.

Wait for the logical drive to rebuild. (See Rebuilding Logical Drives on page 128.)

i AW N

Repeat these steps for each disk drive you want to replace.

Setting a Disk Drive to ‘Failed’

Before you can remove a disk drive, you should set it to the Failed state to protect your data. To fail a
disk drive (or SSD), use the Force Offline option for physical devices.

You can set a disk drive to the Failed state if:
e The disk drive is not part of a logical drive, or
e The disk drive is part of a redundant, healthy logical drive

Caution: You may lose data or damage your disk drive if you remove a disk drive without first
setting it to a failed state.

To set a disk drive to Failed:
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10.4.1

Initializing, Uninitializing, and Erasing Disk Drives

This section describes how to use maxView Storage Manager to erase data and meta-data (including

In the Enterprise View, select a controller then, in the Physical Devices tree, select the drive you
want to set to Failed.

On the ribbon, in the Physical Devices group, click Force Offline.

Ay My A M
o Y% S0 “a

- I o
e S
Fhysical b
Force Offline

The Force Offline window opens.
. Click Force.
The drive is taken offline and set to the Failed state.

& Microsemi
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Note: If the drive is part of a healthy logical drive, the drive is degraded and a warning message

is displayed in the Event Log.

logical drive and partition information) from the disk drives (and SSDs) in your storage space. You can
initialize or uninitialize individual disks, or use the wizard to initialize/uninitialize all disks on a controller.

Initializing a Disk Drive

You can use maxView Storage Manager to initialize any disk drive (or SSD) in the Ready state. You may

want to do this to erase all existing data and meta-data before using the disk drive in a new logical

device or as a hot spare.

Caution: Do not initialize a disk drive that is part of a logical drive. Initializing a disk drive that's
part of a logical drive may make the logical drive unusable. Be sure to back up all data from your

disk drive before you initialize it.

To initialize a disk drive:

1.

In the Enterprise View, select a controller then, in Physical Devices tree, select the disk drive you

want to initialize.
On the ribbon, in the Physical Device group, click Initialize.

By Bm o M
"h- ‘hﬁ

o %

F hry=ical Devmes

X P

The Init/Uninit Physical Device window opens.
Click the Initialize button, then click OK.
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@ InitUninit Physical Device ®

®) Initislize
Uninitialize

d Attertion: This operstion will erase metadsta, the section where
S sl logical devicel(=) defintion data iz stored.

Click Ok to continue?

Q | OK | Cancel

maxView Storage Manager begins the initialization.
4. When prompted, click OK to close the Init/Uninit Physical Device window.

10.4.2 Uninitializing a Disk Drive

You can uninitialize any disk drive (or SSD) in the Ready or Raw state. (In other words, the drive is not
part of any logical device.) Uninitializing a disk drive clears Microsemi Adaptec meta-data and reserved
space from the drive and removes any OS partitions; existing data on the drive is destroyed.

Note: Uninitialized drives change from their current state to the Raw state. Raw drives are
compatible with any Host Bus Adapter (HBA), including Microsemi Adaptec RAID controllers
operating in Auto-Volume or HBA mode, and can be exchanged with drives on the motherboard's
SATA interface. For more information about Raw devices and controller modes, see the Microsemi
Adaptec RAID Controllers Installation and User's Guide.

To uninitialize a disk drive:

1. Inthe Enterprise View, select a controller; then, in Physical Devices tree, select the disk drive you
want to uninitialize.

2. Onthe ribbon, in the Physical Device group, click Initialize.

Sa S g
S Yx Yo S

X D e

F hry=ical Devmes

The Initialize/Uninitialize Physical Device window opens.
3. Click the Uninitialize button, then click OK.

@ InitUninit Physical Device ®
Initizlize:
®  Unintialize

d Attertion: This operstion will erase metadsta, the section where
S gl logical devicels) defintion data is stored.

Click Ok to continue?

Q | OK | Cancel

4. When prompted, click OK to close the Initialize/Uninitialize Device window.
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Initializing/Uninitializing all Drives on a Controller

To initialize or uninitialize all disk drives (or SSDs) on a controller, use the Inititialize/Uninitialize Physical
Devices wizard to clear the meta-data on all drives at once.

To initialize or uninitialize drives with the wizard:

1. Inthe Enterprise View, select a controller.
2. On the ribbon, in the Physical Device group, click Initialize.

&
S0

Phrysical Dewice

The Initialize/Uninitialize Physical Devices wizard opens.

3. Select Initialize or Uninitialize, then click Next.

~¢@ InitUnint Physical Device(s) ®
“* Cortrolier 1 Select a task type and click Mexdt' to continue
Task Type
®) Initialize Returns a drive to the READY state (erazes the metadsata)

Select Devices
Uninitialize Clears Adaptec meta-data and any O parttions from drives

SUMMmary

Q Hext Cancel

4. Select drives on the controller to initialize or uninitialize, then click Next.
Note: Only drives in the Ready or Raw state can be initialized or uninitialized.
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sa Init/Unint Phy=sical Device(s) x

 Cortraller 1 Select physical device(s) and click Mext' to continue

+ Task Type Device Protocol|  Block State Total (GB) | Free (GB)
Select Devices - ﬁcamrnller 1 =
SUMTELY ~ [ g@Physical Devices

- g Enclosure 1

I — - T 1 1 1 ;I

e Back | | Hext | | Cancel

5. Review the Summary, then click Finish.

Erasing a Disk Drive

You can use maxView Storage Manager to securely erase existing data on any disk drive or SSD in the
Ready state. Secure erase completely destroys the data on the drive; the data is completely and
irretrievably eradicated.

Secure erase performs three distinct writing passes to the disk drive being erased—it does not just write
zeros. For newer SATA drives, you can choose to perform a Secure ATA Erase, which implements the
secure erase feature at the drive firmware level.

To securely erase a disk drive or SSD:

1. Inthe Enterprise View, select a controller then, in the Physical Devices tree, select the drive you
want to erase.

2. On the ribbon, in the Physical Device group, click Secure Erase.
S8 Y% 0 8
X 3 B
Ph [ewice

The Secure Erase Physical Device window opens.
3. Select the erase type: Secure Erase or ATA Secure Erase.
Note: ATA Secure Erase is available only for newer SATA drives.

4. Click Erase to erase the drive.

Verifying and Fixing a Disk Drive

When you verify a physical drive (HDD or SSD), maxView Storage Manager checks it for inconsistent or
bad data and then fixes any problems it finds. (You can also choose to verify a physical drive without

fixing it.) While maxView Storage Manager verifies and fixes a physical drive, you can't complete any
other tasks on that drive. You can verify any drive in the Ready state.
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To verify and fix a physical drive:

1. Inthe Enterprise View, select a controller, then select a physical drive on that controller.

2. Onthe ribbon, in the Physical Device group, click Verify.

P |

An My M i
\-e \"H H@ _.f

= i s )

X D NG

Physical Device

The Verify Physical Device window opens.

3. To repair inconsistent or bad data during verification, click Verify with fix. To verify the physical
drive without fixing bad data, click Verify (radio button).

“"ﬁ Verify Physical Device ®

Wetify

&) erify with Fix

Attertion: Werify of a physical device is a lengthy process. The
&8 progress of the task can be monitored in 'Task' (main window)

Are you sure you vant o verify this Physical Device?

g Verify Cancel

4. Click Verify.

Caution: Do not power off the system while the verification is in progress. If you do, the
verification will stop.

When the verification is complete, an event notice is generated in the event log, at which time you
can continue working with the drive.

10.6 Configuring the Physical Drive Write Cache Policy

This section describes how to enable or disable write caching on the physical drives in your storage
space. You can configure the write cache setting for an individual drive or for all drives on a controller.

Caution: Enabling write caching can improve drive performance. However, if the system
experiences a power, device, or system failure, or cannot be shut down properly, there is a
possibility of data loss or file-system corruption.

¢ To configure the write cache policy for all drives on a controller, see Configuring the Global Physical
Drive Write Cache Policy on page 89.

¢ To configure the write cache policy for an individual drive, see Configuring the Write Cache Policy
for an Individual Drive on page 90.

10.6.1 Configuring the Global Physical Drive Write Cache Policy

This option allows you to configure the write cache policy for all physical drives on a controller. You can
enable or disable write caching on all drives on the controller, or choose "Drive Specific" to configure
the write cache policy for individual drives.

To configure the Global Physical Drive Write Cache policy:

1. Inthe Enterprise View, select a controller.
2. Onthe ribbon, in the Controller group, click Set Properties.
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1
Set Propetties

Contraller

The Set Properties window opens.

3. Inthe Global Physical Devices Write Cache Policy drop-down list, select Enabl e Al |, Di sabl e
Al'l ,orDrive Specific.

.@ Set Properties x
.ﬁ Controller 1 Setup controller general settings
General Data Protection Power management
Alarm Disabled i
Task Prorty
Performance Mode Big Block Bypass "
NCQ Enabled b
Global Physical Devices Write Cache Policy Dizable AD
Global Max SAS Phy Link Rate 12 Ghis W
Advance Statistics Disabled o

Advance Statistics Counters
Reset now

Q OK Cancel

4. Click OK.

5. If you selected Drive Specific, continue with Configuring the Write Cache Policy for an Individual
Drive on page 90.

10.6.2 Configuring the Write Cache Policy for an Individual Drive

Note: You can change the write cache setting for an individual drive only if the Global Write Cache
Policy is set to "Drive Specific."

By default, disk drive write caching is disabled in maxView Storage Manager.
To enable or disable write caching on an individual drive:

1. Inthe Enterprise View, select a controller then, in the Physical Devices tree, select a disk drive.
2. On the ribbon, in the Physical Device group, click Set Properties.

™ 2
Set Properties

The Set Properties window opens.
3. Inthe Write-back Cache drop-down list, select Enabl ed or Di sabl ed.
4. Click OK.
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Working with Controllers

This section describes how to use maxView Storage Manager to manage the controllers in your storage
space:

¢ Tosilence a controller alarm, see Silencing a Controller Alarm on page 91.

e To disable a controller alarm, see Disabling a Controller Alarm on page 91.

e Tore-scan a controller, see Rescanning a Controller on page 92.

¢ To set the controller's default task priority, see Setting a Controller's Default Task Priority on page
92.

¢ To enable Native Command Queuing (NCQ) on a controller, see Enabling Native Command Queuing
on a Controller on page 92.

¢ To optimize controller performance, see Optimizing Controller Performance.

¢ To change the operating mode of connectors on the controller, see Changing the Connector
Operating Mode.

Silencing a Controller Alarm

When a Warning- or Error-level event occurs, an audible alarm is triggered on the controller. You can
silence the alarm on your local system while you fix the problem.

To silence the alarm:

1. Inthe Enterprise View, select the controller.

2. Onthe ribbon, in the Controller group, click Silence Alarm.

Silence Alarm

Controllzr

Disabling a Controller Alarm

Warning- or Error-level events trigger an audible alarm on a controller, which sounds until the event is
resolved. The alarm is enabled by default, but can be disabled, if required.

Caution: If you disable the alarm, no audible signal will sound when an error occurs on the
controller.

To disable a controller's alarm:

1. Inthe Enterprise View, select a controller.

2. Onthe ribbon, in the Controller group, click Set Properties.

%<

Controller

The Set Properties window opens.
3. Inthe Alarm drop-down list, select Di sabl ed.
Note: To enable a disabled alarm, select Enabl ed from the drop-down list.

4. Click Apply.
The alarm is disabled for that system.
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Rescanning a Controller

After you connect a disk drive or remove a Ready (non-failed) disk drive from a controller, maxView
Storage Manager may not recognize the change until it rescans the controller.

To rescan a controller:

1. Inthe Enterprise View, select the controller.
2. On the ribbon, in the Controller group, click Rescan.

%%
Conitroller |

The Rescan window opens.

3. Click the Rescan button (on the Rescan window).
maxView Storage Manager scans all the channels or ports on the controller you selected.

4, When the rescan is finished, click Cancel to close the Rescan window.

Setting a Controller's Default Task Priority
Note: This setting applies to new tasks. It does not affect currently running tasks.
To set the default priority for all tasks running on the controller:

1. Inthe Enterprise View, select a controller.
2. Onthe ribbon, in the Controller group, click Set Properties.

<0
&

Set Properties

Controller

The Set Properties window opens.
3. On the General Settings tab, in the Task Priority drop-down list, select Hi gh, Medi um or Low.
4. Click Apply.

Enabling Native Command Queuing on a Controller

Native Command Queuing, or NCQ, lets SATA disk drives arrange commands into the most efficient
order for optimum performance.

To enable or disable NCQ for the drives on a controller:

1. Inthe Enterprise View, select a controller.
2. Onthe ribbon, in the Controller group, click Set Properties.

oy

L
Set Properties

Contraller

The Set Properties window opens.
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3. Onthe General Settings tab, in the NCQ drop-down list, select Enabl ed or Di sabl ed.
4. Click Apply.

Setting the Connection Speed for a Controller

You can set the maximum connection speed (or PHY link rate) for SAS devices on a controller to 6Gb/s
or 12Gb/s, as needed. This option is useful if you have cables or backplanes that are not 12G-SAS capable,
and want to avoid connection problems by attaching 12G devices at 6G speed.

To set the maximum PHY link rate on a controller:

1. Inthe Enterprise View, select a controller.
2. Onthe ribbon, in the Controller group, click Set Properties.

€%
oy

X
Set Properties

Controller

The Set Properties window opens.
3. From the Global Max SAS Phy Link Rate drop-down list, select 12Gb/ s or 6Gb/ s.
4. Click OK.

Working with System Alarms

Warning- or Error-level events on a system trigger an audible alarm, a series of beeps which sound every
five minutes (or 300 seconds) until the event is resolved.

The alarm is enabled by default, but can be disabled on any system, if required. You can also change
the frequency and duration of the alarm.

Note: A system alarm is not the same as a controller alarm. For controller alarm information, see
Working with Controllers on page 91.

To change alarm settings on a system:

1. Inthe Enterprise View, select a system.
2. Onthe ribbon, in the System group, click System Settings.

The maxView Storage Manager Agent Settings window opens. The alarm settings are circled in the
next figure.
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g- Systemn Settings x
Set maxview Anent parameters
|} x7DBIv2KERZ

Agent SMTP Email Web Server

Agent System Baze Port 34571

Save Everts to O35 Log

Error, Warning j

Alarm Interesl (seconds)

Enahle Auto Discovery |
Auto Discovery Base Port 34570
Auto Discovery Interval (seconcds) 260

Allowe Standard User as Admin

0 Cancel

3. Modify the alarm settings, as needed.
You can disable the system alarm by deselecting Sound Alarm.

4. Click OK.
The changes take effect immediately.

Updating Controller, Enclosure, and Disk Drive Firmware
Note: This task is recommended for advanced users only.

maxView Storage Manager includes a wizard to help you update the firmware on the controllers,
enclosures, and disk drives in your storage space. The wizard updates the firmware for devices of the
same type on the local or a remote system.

For example, if your storage space includes disk drives from two different manufactures, you must
update the firmware for each manufacturer's drives separately, by running the wizard twice. Additionally,
if you have more than one system in your storage space, you must run the wizard for each system
separately.

To update the firmware on the controllers, enclosures, or disk drives in your storage space, review the
prerequisites in Before You Begin on page 94, then follow one of these sets of instructions:

e Updating the Controller Firmware on page 94
e Updating the Disk Drive Firmware on page 97
e Updating the Enclosure Firmware on page 98

Before You Begin

Before you begin, download the latest firmware images from www.adaptec.com, or from your vendor's
support site on the World Wide Web. Controller images come in sets of one or more files and have a
.ufi or. bin file extension. Disk drive and enclosure image file names vary by manufacturer.

Updating the Controller Firmware

Use the Firmware Update wizard to update the firmware for one or more controllers of the same type
on the local or a remote system.

To update the controller firmware:

1. Inthe Enterprise View, select a system.
2. Onthe ribbon, in the System group, click Firmware Update.
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3. When the wizard opens, select Controller, then click Next.

n’ Firmware Update

l KIDBE3-W2KER2 Select device type and click Mexd'

Select Device Type
Flash firmweare in controller(s) inthe system

Select Files (. Coritroller
Attributes
Select Device
Enclosure fExpander  Flash enclosure(s) / expander(s) images in the system

Summary

Disk Civive Flash firmyears in disk drivels) connected to the system

Q Hext Cancel

4. Click Choose, browse the file system for the firmware update file (typically, a. uf i or.bi n file), click
Open to select the file (the button label may be different on your browser), then click Upload.

ﬂ Firmware Update

[J wiN-SCFOATBPRBY.adaptec.com

v Select Device ——
Tepe + Choose - Upload @ Cancel
SelectFiles
SFEIRE! DEAEE asTIG00T.uR .30 WE )
Summary
Uploaded Firmware File{s)
File Name Version Remove
No records found.

0 Back Mext Cancel

5. When the file name appears in the Uploaded Firmware File(s) list, click Next.

6. Select the controllers you want to update, then click Next.
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lno Firmware Update ®

[J wiN-SCFOATEPREV. adaptec.com

~ Select Device

Type Name Current Firmware Action
v SelectFiles ~ [&WIN-SCFOATEPREV adapte: corm
Select Device [#] @ controller 1 5.7-0 (20027) Upgrade
Summany
Q Back Next Cancel

7. Review the update summary, then click Finish.

-n? Firmware Update x

| | WIN-SCFOATEPREY adaptec.cam

v Select Device = = =
Trpe Device Model Current Firmware New Firmware

« Select Files Cantraller 1 ASRT1E05G-E 5.7-0{20027) TA-0{20093)
« Belect Device

Summary

0 Back Cancel Finish

Caution: Do not power down the controller(s) while the update is in progress!

8. When the update is complete, click OK. Restart the server to activate the new firmware image.
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Updating the Disk Drive Firmware

Use the Firmware Update wizard to update the firmware for one or more disk drives of the same type
on the local or a remote system. The procedure is similar to updating the controller firmware (see
Updating the Controller Firmware on page 94).

To update the disk drive firmware:

1.
2.

3.

»

In the Enterprise View, select a system.
On the ribbon, in the System group, click Firmware Update.

When the wizard opens, select Disk Drive, then click Next.

n" Firmware Update ®

[ . ¥IDB3W2HER2 Select device type and click Mext!

Select Device Type

Select Files Controller Flash firmweare in controller(s) inthe system
Aftributes

Select Device

Enclosure fExpander Flash enclosure(s) [ expanders) images inthe system
SLITITIEHY

) Dizk Drive Flazh firmweare in disk drivels) connected to the system

Q Hext Cancel

In the Select Files panel, click Choose, browse the file system for the firmware update file, click Open

to select the file (the button label may be different on your browser), then click Upload.
When the file name appears in the Uploaded Firmware File(s) list, click Next.
In the Attributes panel, select the Chunk Size, from 1-n, in kilobytes (KB), then click Next.
In the Select Devices panel, select the disk drives you want to update, then click Next.
Review the update summary, then click Finish.

Caution: Do not power down the controller(s) while the update is in progress!

When the update is complete, click OK. Restart the server to activate the new firmware image.
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10.9.4 Updating the Enclosure Firmware

Use the Firmware Update wizard to update the firmware for one or more enclosures or expanders of
the same type on the local or a remote system.

To update the enclosure/expander firmware:

1. Inthe Enterprise View, select a system.
2. Onthe ribbon, in the System group, click Firmware Update.

3. When the wizard opens, select Enclosure/Expander, then click Next.

n" Firmware Update ®
[ h KIDB3WWIKER2 Select device type and click 'Mext'
Select Device Type
Select Files Controller Flash firmyvars in controller(s) inthe system
Aftributes
Select Device
) Enclosure fExpander Flash enclosure(s) [ expanders) images inthe system
SLITIMEY
Dizk Drive Flash firmweare in disk drive(s) connected to the system

g Hext Cancel

4. Inthe Select Files panel, click Choose, browse the file system for the firmware update file, click Open
to select the file (the button label may be different on your browser), then click Upload.

Note: If the upgrade requires multiple firmware update files, update one file at a time or use
a combined firmware image to complete the upgrade.

5. When the file name appears in the Uploaded Firmware File(s) list, click Next.

6. Select the Chunk Size, from 1-n, in kilobytes (KB).

7. Select the firmware Upgrade Type:
e Firmware—update the firmware image on the expander or enclosure
¢ Manufacturer—update the manufacturing image (BOOT SEEPROM) on the expander or enclosure
e CPLD—update the CPLD image on the expander or enclosure

8. Select the firmware upgrade Mode:

¢ Download Microcode Data Only—transfer microcode to the device using one or more write
buffer commands; requires system reset or power cycle to activate.
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¢ Download Microcode with Offsets and Activate—transfer microcode to the device using one
or more write buffer commands and activate immediately.

¢ Download Microcode with Offsets, Save and Activate—transfer microcode to the device using
one or more write buffer commands, save to non-volatile storage, then activate.

Note: Inthis release, maxView Storage Manager supports option 3 only for expander firmware
upgrade: Download Microcode with Offsets, Save and Activate.

9. When you are ready to continue, click Next.

10. In the Select Devices panel, select the enclosure(s) you want to update, then click Next.

11. Review the summary information, then click Finish.

Caution: Do not power down the controller or enclosure(s) while the update is in progress!

12. When the update is complete, click OK. Restart the server to activate the new firmware image, as
needed.
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Monitoring Status and Activity

This section describes how maxView Storage Manager helps you monitor status and activity in your
storage space.

Monitoring Options
maxView Storage Manager provides many ways to monitor the status of your storage space:

e Event Log—The main window of maxView Storage Manager features an event log that provides
at-a-glance status information about activity (or events) occurring in your storage space. All Warning-
and Error-level events are also recorded in your operating system's event log.

See Viewing Activity Status in the Event Log on page 101 and Changing an Operating System's Event
Log Setting on page 113.

¢ Task Log—The main window also features a task log that provides status information about the
progress of current or recurring tasks in your storage space, such as the creation or verification of
a logical drive.

See Viewing Task Status in the Task Log on page 102.

e Storage Dashboard—Occupying the largest portion of the main window in maxView Storage
Manager, the Storage Dashboard provides complete, at-a-glance, information about the components
of your storage space, including status information, physical and logical device properties, resources,
and reliability indicators for hard drives and SSDs.

See Viewing Component Status in the Storage Dashboard on page 102.

e Chart View—Provides a visual representation of free and used space for a system, controller, or
your entire storage space.

See Viewing Storage Space Usage in Chart View on page 105.

* Notifications—You can set maxView Storage Manager to email status notifications in your choice
of format to help you monitor activities in your storage space, such as:

e Changes in the status of physical devices, such as disk drive failures.

e Changes on local or remote systems, such as the expansion of a logical drive or the creation
of a hot spare.

e Changes in temperature in storage enclosures, or that fans or power supplies within an
enclosure have failed.

See Notifying Users by Email About Status and Activity on page 105.

¢ Advanced Statistics—You can set maxView Storage Manager to log advanced 1/0 and usage statistics
for the RAID controllers in your system.
See Monitoring Advanced Statistics about Activity in Your Storage Space on page 111.

¢ Audible Alarm—A series of beeps sounds whenever a serious event occurs on your storage space.
See Working with System Alarms on page 93.

Checking Status from the Main Window

You can view status information and messages about the activity occurring in your storage space by
looking at the event log, status icons, and task log in the main window of maxView Storage Manager.
(You can also view all events for a system in its operating system event log; see Changing an Operating
System's Event Log Setting on page 113.) Using the Storage Dashboard and Chart View, you can also
monitor the physical and logical components of your storage space from the main window, including
summary information and status, physical and logical device properties and resources, and usage and
I/O statistics.
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11.2.1 Viewing Activity Status in the Event Log

The Event Log lists activity occurring in your storage space, with the most recent event listed at the top.
Status is indicated by icons (see What Do the Event Status Icons Mean? on page 101) in the left-hand
column, as shown in the figure below.

You can view events as they occur in the bottom panel of the maxView Storage Manager main window.
The main window displays the last 100 events in your storage space. To view more events, filtered by
device (a controller, for example), open the Event tab on the Storage Dashboard (see Viewing Component
Status in the Storage Dashboard on page 102).

Single-click any event to open the Event Log Detail window to see more information in an easier-to-read
format. Use the up and down arrows to view previous or following events.

(10f3) @23 e]s]]s =

Severity < Source + Description + Date +

sl WIN-SCFOATEPRBY.adaptec.com Bus rescan complete: controller 1 '_Ff»:‘:\u 10081200 PDT
Infarmation 2012

B WIN-SCFOATBPREV.adapteccom | Started the bus rescan: confroller 1 Tue Jul10 03:11:40 PDT
Information 2012

L WIN-SCFOATEPREV.adaptec.com | Initialized drive: controller 1, enclosure 0, slot 4, SN 4ND4JRHT Tue Julmooe:2s2 POT
Infarmation 2012

Warning WIN-S CFOATEPREY Tue.lul 10137377 PAT
T i} T (¥ Event Log ®
A% Warning WIN-SCFDATEPREY
System SCFOATSPRBEY adaptec.com Date and Time Tue Jul 10 03 ST 2014

Infarmation WIN-SCFPATEPRBY.adaptec.com Source Cortraolier 1 Component Cortraller 1

Severity Warning

Description

Single-click to view
event details.

e controller firmyare will expire: controlier 1 ( Adapts
g 0 minutes

iDC Physical Slot: 5.

Recommended Action

Mot Supported

9 ' . Cancel

To make it easier to find a specific event, click on the column heads to sort the events. For example,
sorting the events by Severity can help you find specific Error- or Warning-level events quickly.

11.2.1.1 What Do the Event Status Icons Mean?

maxView Storage Manager indicates event status with icons. This table lists the three categories, or
types, of events based on severity.

Icon  Status Examples

6 Information The local system successfully connected to a remote system.
A logical drive was created.
A hot spare was deleted.

Warning A logical drive is in a degraded state.
A disk drive is being rebuilt.
A controller is not responding to an enclosure.
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Icon  Status Examples

g Error A controller has failed.
A logical drive has failed.
A disk drive or hot spare has failed.
An enclosure is overheating.
Multiple fans or power supplies within an enclosure have failed.
An enclosure is not responding.

Note: All Warning- and Error-level events also cause the audible alarm to sound. See Working
with Controllers on page 91 for more information.

Viewing Task Status in the Task Log

The Task Log shows the status and progress of tasks in your storage space, with the most recent task
listed at the top.

Single-click any task to open the Task Log Detail window to see more information in an easier-to-read
format. For more information about monitoring, scheduling, and modifying tasks in maxView Storage
Manager, see Working with Scheduled Tasks on page 77.

F8 Everts | [F] Tesks

Task Id System Description State Start Time Recurring Priority Progress

Tue Jul 10

111 102564122 Running 3 5 Mewver Higgh 8%
A FOT 2014
(] Task Loy * - ——————
Task Id 1 State Funning
System 102564122 Recurring Mever |
Single-click to view Priority High Start Time Tus Jul10 134225 POT 2014
task details Progress 8%
Description |
Builcverity logical device: controller 0, logical device O |
|
|
|
g Delete Modify... Close

Viewing Component Status in the Storage Dashboard

The Storage Dashboard provides detailed information about the components of your storage space,
including local and remote systems, controllers, logical drives, enclosures, disk drives and SSDs, and
maxCache Devices. Occupying the largest portion of the main window in maxView Storage Manager,
the Storage Dashboard organizes component information by category, with a tabs providing one-click
access to summary information and status, properties, resources, and usage statistics.

The information on the Storage Dashboard varies, depending on which component is selected in the
Enterprise View. The figure below shows the Storage Dashboard for a controller. Tabs provide access
to summary information, controller properties, and resources. The Events tab shows filtered events for
the selected device (see Viewing Activity Status in the Event Log on page 101).

Note: For information about Chart View, on the right side of the Storage Dashboard, see Viewing
Storage Space Usage in Chart View on page 105.
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T g Enterprize View

_EI Summary [EE| Properties ~, Resources 3* Connectors [if Events
v (& HTDB3WIHER2
m r Controller Info ~ —Resources ~
¥ g@maxCache Device Madel Adaptec ASREIE05IC Logical Devices 6
Serial Number 31311330800 By State
' E-g Logiesl Devices hanufacturer Adaptec, Inc. Optimal g
- a‘a Physical Devices Firmwvare 750032033 Impacted o
¥ F@Enclosurs 0 Inztalled Memory 1024 MB Failed 1}
Moicie RAID (Expose RV Degraded o
Status Optimal Rebuilding o
Tempersture Mormal (48C F118F) Clearing o
Key Features Physical Devices 34
Porwver Management Enabled By Type
Cache Backup Unit Ready Hard Disk Drives a0
maxCachs Enabled Zolid State Disks 4
Cthers 1]
By State
optimal 12
Ready 22
Advanced Statistice Spare 0
Failed o
Feawr o

The following table lists the categories and types of information provided on the Storage Dashboard
for each component in your storage space. All top-level nodes in the Enterprise View (System, Controller,
Logical Drives, Physical Devices, and so on) include a Summary tab.

Component

Categories Examples

System Summary System name and IP address

Properties Operating system

Number and type of controllers

Alarm status (see Working with System Alarms on page 93)
Web Server settings

SMTP settings

Controller Summary Model, key features, driver and firmware version, controller mode, and

Properties status

Resources Number of physical drives, logical drives, and status

Performance mode, settings, and power management features
maxCache status
Health and activity of flash backup module, if present ("Green backup" status)

Physical drive assignments by logical device (see Revealing More Device In-
formation on page 34)

Logical drives
and maxCache
Device

Summary Raid level, segment and group info (RAID x0), size, mount point, and status

Resources Member drives and locations
Cache settings

Hot spare protection

Power management status

Drive segment allocation

Enclosure Summary Enclosure type, vendor, model and status

Fan, power supply, and temperature status (see Monitoring Enclosure Status
on page 104)

Slot allocation and usage
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Component Categories Examples
Hard drives and Summary Drive type (hard drive, SSD), vendor, and model
SSDs Resources Drive state (Ready, Optimal, Hot Spare), mount point

SMART Statistics = Channel number and device ID
Cache settings, power management status, and transfer speed
Drive segment allocation
SMART statistics (see Viewing SMART Statistics on page 104)

Monitoring Enclosure Status

If your storage space includes an enclosure with an enclosure management device, such as a SCSI
Accessed Fault-Tolerant Enclosure (SAF-TE) processor, maxView Storage Manager displays temperature,
fan, and power module status on the Storage Dashboard, as shown in the figure below.

- Resources .
Fan Status
Fari 1 Optitmal (5,100 RPR)
Fan 2 Optitmal (5,100 RPR)
Fan 3 Optimal (5,100 RPh)
Fan 4 Optitmal (5,100 RPR)
Fan 5 Optitmal (5,100 RPR)
Fan & Optitmal (5,100 RPR)

Power Supplies Status
Panwwer Supply 1 Optitmal

Posver Supply 2 Optirmal

Temperature Sensor Status
Senszor 1 Marmal (30 f SE6F)

Sensor 2 Mormal (34C 5 335F)

Viewing SMART Statistics

You can use the Storage Dashboard to view various indicators of reliability for the SATA hard drives and
SSDs in your storage space. maxView Storage Manager displays SMART statistics for the drives using
Self-Monitoring, Analysis and Reporting Technology available on most contemporary hard drives and
non-spinning storage devices. You can use this information to verify the health of your hard drives and
SSDs and to predict drive failures.

To view the SMART statistics for a hard drive or SSD, select the drive in the Enterprise View, then click
the SMART tab on the Storage Dashboard. For SSDs, the statistics include wear-level and longevity
indicators, as shown in next figure. Refer to your drive vendor's data sheet for a description of individual
report items.

CONFIDENTIAL Document No.: ESC-2160661, Issue 1 104



Monitoring Status and Activity © Microsemi

Power Matters.”

E] Summary ~, Resources EZ SMART E Events

Please refer to drive vendors data sheet for description

2otz [ <« |13

Name Normsz

SSD wear-level and
longevity indicators

OxEA Unknown Aftribute a

2o [« 123

11.2.4 Viewing Storage Space Usage in Chart View

Chart View provides a visual representation of the free and used space for a system, controller, or your
entire storage space (all systems and controllers). Located on the right side of the Storage Dashboard
in the maxView main window, Chart View displays a pie chart of storage space usage.

To view storage space usage in Chart View, simply select a component in the Enterprise View (a system,
for instance); the chart view is updated immediately.

— Total Storage

H F-- Spaos

M 1==dspeo

113 Notifying Users by Email About Status and Activity

You can set up maxView Storage Manager to send email messages (or notifications) to one or more
email addresses when an event occurs on a system, such as the creation of a logical drive or the failure
of a disk drive. Email notifications can help you monitor activity on your entire storage space from any
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location, and are especially useful in storage spaces that include multiple systems running the maxView
Storage Manager Agent only.

Only the users you specify receive email notifications. You can specify which types of events generate
email messages (Error, Informational, Warning). You can also specify if you want to be notified instantly
when an event occurs to ensure that urgent issues receive immediate attention from the right people.
Alternatively, you can specify that you want events “coalesced” and receive only one email message
for each event type.

Follow the instructions in this section to:

¢ Set up email notifications (see Setting Up Email Notifications on page 106).

¢ Send a test email (see Sending a Test Message on page 108).

¢ Modify or remove an email recipient (see Modifying or Removing an Email Recipient on page 109).
* Modify email server settings (see Modifying Email Server Settings on page 110).

¢ Disable email notifications (see Disabling Email Notifications on page 110)

Setting Up Email Notifications

This section describes how to set up email notifications for one system. If you want to monitor multiple
systems by email, you must complete the tasks in this section for each one separately.

Before you begin, note this information:

¢ The address of your Simple Mail Transfer Protocol (SMTP) server (host name and domain, or TCP/IP
address)
e The email address of each person who will receive email notifications

To set up email notifications:

1. Inthe Enterprise View, select a system.

2. Onthe ribbon, in the System group, click System Settings.

3. When the System settings window opens, click the SMTP tab.
4. Select Enable Email Notifications.

5. Enter the IP address of your SMTP server and the server's port number (or use the default port).
Then, enter the “From” address that you want to appear in your email notifications. If an email
recipient will be replying to email notifications, be sure that the “From” address belongs to a system
that is actively monitored.
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[ ;} System setfings

x

. WIN-ODBVII2TDJF Set SMTP parameters
Agent SMTP Email Web Server

Enable Email Notification

SMTP Server Setting:
SMTP Server Address 10.25.4.82
SMTP Server Port I
25 Default

Sender Infor
From Email address

administrator@lantec.com
Use Secure Mail Server

User Name

Password

9 OK Cancel

6. If authentication is enabled on your SMTP server (that is, the server requires authentication details
before it will send messages to users), select Use Secure Mail Server, then enter the SMTP server's
login credentials (username/password) in the space provided.

7. On the System settings window, click the Email tab.
The Email Notifications Manager opens.

[ .ﬂ' System zettings x

. WIN-ODBEV9IZTDJF Set Email parameters. Please enable email netification in SMTP tab

Agent SMTP Email Web Server

Email 1D Event Type Hotification Type

Mo email recipisnt added

Add Email Modify Email Delete Email Send Test Email

0 0K Cancel

8. Click Add Email. When the Add Email window opens, enter the recipient's email address, select the
level of events that will trigger an email notification for that recipient (Error, Error/Warning,
Error/Warning/Informational), select the notification type—Instant or Coalesced—then click Add.
(For more information about event levels, see What Do the Event Status Icons Mean? on page 101.)
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Email ann_thomas@lantec.com

Event Type [Error, Waming, Information v |

Notification Type | Coalesced v |

Q Add Cancel

Repeat this step to add more email recipients.

Each recipient appears in the Email Notifications Manager, as shown below:

" System settings ®

. WIN-ODEVII2TDJF Email added

Agent SMTP Email Web Server

Email ID Event Type Notification Type
ann_thomas@lantec com Error, Warning, Information Coalesced
richard_stanten@lantec.com Error Instant

Add Email Modify Email Delete Email Send Test Email

0 OK Cancel

9. When you're done adding email recipients, click OK.
The email recipients and your SMTP server settings are saved.

Power Matters.”

10. Repeat the steps in this section for each system you want to monitor with email notifications, then

continue by sending test messages to all recipients (see Sending a Test Message on page 108).

11.3.2 Sending a Test Message

To ensure that an email recipient is receiving event notifications, you can send them a test message.

To send a test message:

1. Inthe Enterprise View, select the system you want.
2. On the ribbon, in the System group, click System Settings.

3. When the System settings window opens, click the Email tab.

CONFIDENTIAL Document No.: ESC-2160661, Issue 1

108



Monitoring Status and Activity @ Microsemi

Power Matters.”

The Email Notifications Manager opens.

4. Select one or more email addresses to send a test message to. To select all addresses, click the check
box at the top of the list, as shown in the figure below.

[ “ System settings ®

' WIN-ODEVII2ZTDJF Set Email parameters. Please enable email notification in SMTP tab

Agent SMTP Email Web Server

Email ID Event Type Motification Type
AN oAl anter.comn) Error Warming pnformation’ Coalesced
richard stanton@lantac.com Error; fnstant)

Add Email Modify Email Delete Email Send Test Email

Q OK Cancel

5. Click Send Test Email.
If the test is successful, the email recipient(s) receive the test message. If the test fails:
e Ensure that the recipient's email address is correct. (See Modifying or Removing an Email
Recipient on page 109.)
e Ensure that your SMTP server address is correct. (See Modifying Email Server Settings on page
110.)
¢ Try sending the test message again.

11.3.3 Modifying or Removing an Email Recipient

This section describes how to modify a recipient's email address, change the types of event notifications
the recipient receives, or stop sending email notifications to a recipient from a selected system.

To modify recipient information or to stop sending email notifications to a recipient:

1. Inthe Enterprise View, select a system.
2. On the ribbon, in the System group, click System Settings.

3. When the System settings window opens, click the Email tab.
The Email Notifications Manager opens.
4. Select the email recipient you want to modify or remove, then:

¢ Click Modify Email, change the recipient information, as needed, then click Modify to save your
changes.
Or,
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¢ Click Delete Email to remove the recipient from the notification list.

The changes become effective immediately.

5. Click OK to close the Email Notifications Manager.

Modifying Email Server Settings
You can modify these email server settings, if required:

e Address and port of your SMTP server
e ‘From’ address that will appear in email notifications
e Secure server login credentials

To modify email server settings:

1. Inthe Enterprise View, select a system.
2. Onthe ribbon, in the System group, click System Settings.

rEa

Swstem Settings

3. When the System settings window opens, click the SMTP tab.
4. Edit the SMTP server settings as required, then click OK to save your changes.

Disabling Email Notifications
This section describes how to disable email notifications on a selected system.

Note: If you disable email notifications, events continue to be generated but email messages
won't be sent.

To disable email notifications:

1. Inthe Enterprise View, select a system.
2. Onthe ribbon, in the System group, click System Settings.

3. When the System settings window opens, click the SMTP tab.
4. Clear the Enable Email Notifications check box.
5. Click OK to save your changes.

Monitoring Status and Activity with SNMP Traps

On Windows and Linux systems, you can monitor status and activity in your storage space with Simple
Network Management Protocol (SNMP) traps. Using the maxView Storage Manager GUI or an OS
monitoring tool, a system can receive SNMP trap notifications, for instance, when a disk drive fails or
a logical drive verification begins.

For information about about setting up SNMP traps on your system, see Configuring SNMP Notifications
on Windows and Linux on page 133.

CONFIDENTIAL Document No.: ESC-2160661, Issue 1 110



Monitoring Status and Activity

115

11.5.1

& Microsemi

Power Matters.”

Monitoring Advanced Statistics about Activity in Your Storage Space

You can set maxView Storage Manager to log advanced I/O and usage statistics about the RAID controllers,
hard drives, SSDs, and logical drives in your storage space, including maxCache caching statistics.

Follow the instructions in this section to:

e Enable statistics logging on a controller (see Setting up Statistics Logging on page 111).

View the advanced statistics for a controller, hard drive, SSD, logical drive, or maxCache Device
(see Viewing Advanced Statistics on page 112).

Reset the statistics counters (see Resetting the Statistics Counters on page 113).

Setting up Statistics Logging
To set up statistics logging for the controllers in your storage space:

1. Inthe Enterprise View, select a system, then select a controller.
2. Onthe ribbon, in the Controller group, click Set Properties.

-::. ()
") & P2
Set Properties

Contraller

The Set Properties window opens.

3. Inthe Advanced Statistics drop-down list, select Enabl ed.

.ﬁ Set Properties

X
.e Controller 1 Setup controller general settings
General Data Protection Power management
Alarm Disabled v
TaskPronty
Performance Mode Big Block Bypass v
nea Enabled v
Global Physical Devices Write Cache Policy Disable Al v
Global Max SAS Phy Link Rate 12 Ghis v

Advance Statistics

Advance Statistics Counters

Reset now

Q OK

Cancel

4. Click OK.
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Viewing Advanced Statistics

Use the Statistics Viewer to view the advanced statistics for the controllers, hard drives, SSDs, logical
drives, and maxCache Devices in your storage space. To view the statistics for a component, select it in

the Enterprise View then, on the Storage Dashboard, click the Advanced Statistics link, on the Summary
tab.

=| Summary =

Properties ~ R

[ Controller Info
I ASRT

- o Controller 1.

4 ,fé' ma

ache Device | Mumber

~ fgLogical Devices

anufacturer

Firmy

¥

Installed hMemory 1024 b
Mol RAID (
¥ fgEnclosure 0 Optime
Temperature Rlorma
& 5iot 1 (Optimal) FpEratre erme
Key Features
& St 2 (Ontimal)
N Slot 2 (Optimal) Enable

Select a component in
the Enterprise View,

then click this link on \
the Storage Dashboard.

The statistics listed vary, depending on which type of component you select. The following example
shows the advanced statistics for a controller (on the left) and the maxCache statistics for a logical drive,
including cache hits and misses and a histogram of cache hit distribution.

<@ Advanced Statistics
<€ Controller1 Controller Statistics
General
Adapter General
Statistics Parameter Value
Statistics Version 3.0
S Cache Size 380721
Pages on Felch List o
Feteh List Candi B Aot St
0 ﬁ LogicalDrv4 - Optimal (98.888 GB)
on dirty List
General DRAM 10 Statistics MaxCache Statistics
on failed List
SSD Cache
Adapter Outstanding Commands Statistics Parameter Value
o 1 2 4 8 Read hits 19461
138 | 0 0 0 ] Wirite hits 62523
Valid Pz 1
Updates on Writes 0
Invalidations by RV Balance 0
Invalidations by Updations 0
Invalidations by Others 0
maxCache Statistics Page Feiches o
for a Logical Drive \
SSD Cache Page Hit Distribution
0 1 2 4 8 16 32 64 128 256 512 1024
40514 8355 4314 330 1 o 0 o 1 o 0 o
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11.5.3 Resetting the Statistics Counters

In maxView Storage Manager, advanced statistics are cumulative. That is, the statistics continue to
accumulate until you reset the counters for a controller to zero.

To reset the statistics counters for a controller:

1. Inthe Enterprise View, select a system, then select the controller you want to reset.
2. Onthe ribbon, in the Controller group, click Set Properties.

SC€D
") 4 P2
Set Properties

Controller

The Set Properties window opens.

3. Click the Reset Now button, then click Apply.

Addvance Statistics |Enabled |

Advance Statistics Counters

The statistics counters are reset.

11.6 Changing an Operating System's Event Log Setting

In addition to the maxView Storage Manager event log, all Warning- and Error-level events on a system
are recorded in its operating system event log. You can select the type of events that are recorded, or
you can disable operating system event logging.

To change or disable operating system event logging on a system:

1. Inthe Enterprise View, select a system.
2. On the ribbon, in the System group, click System Settings.

= =

| \b ﬂ'o &

Swstem Settings
2m

The Agent Settings window opens.

3. Inthe Save Events to OS Log drop-down list, select the type of events that you want to log, then
click OK.
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Set maxview Anent parameters

|} x7DBIv2KERZ

Agent SMTP Email Web Server

Agert System Base Port

34571

Save Events to O Log

—

I Error, WM

Sound Alarm

Alarm Irteresl (seconds)

Enable Auto Discovery

Auto Discovery Base Port

Auto Discovery Interval (seconcds)

Allowe Standard User as Admin

©

4. Restart maxView Storage Manager to apply the new setting.
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Managing Your Storage Space

This section describes the advanced features in maxView Storage Manager that help you manage your
storage space. You can:

¢ Deploy servers with a server template file

¢ Manage remote systems and auto-discovery tasks with the Remote System wizard
e Clear a controller configuration

e Use a custom base port for the maxView Storage Manager Agent

e Change the Web Server port

e Grant Standard users Admin Privilege

Deploying Servers

maxView Storage Manager helps you deploy servers in your storage space without configuring each
server manually. You can select an optimally configured server in your storage space, save the controller
configuration to a sever template file, then duplicate the configuration on servers throughout your
network.

The basic procedure works like this:
1. Choose the system you want to use as the model for other servers in your storage space.
2. Save the configuration to a server template file for each controller on that system.

3. Login to each remote system in your storage space and restore the controller(s) from the server
template file(s).

The following sections provide details on each of these steps.

Creating a Server Template File

This procedure saves the configuration of a controller that you want to use as a model for other servers
in your storage space. It creates a server template file in XML format, which defines the controller type,
operational settings, physical drive size, logical drive size, RAID level, and more. The default name of
the server template file is Cont r ol | er Conf . xni .

To create a server template file:

1. Inthe Enterprise View, select a system, then select a controller on that system.
2. Onthe ribbon, in the Controller group, click Manage Configuration.

M anage Configuration

Controller

The Manage Configuration wizard opens.

3. Select Save Configuration, then click Next.
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"“' Manage Configuration x
“* Cortrolier 1 Select operation and click next to continue

Select Operation

e ®)  Save Configuration Save configuration to a file
Restore Options Restore Configuration Restore configuration from a file
Summary Clear Configuration Clear cortroller configuration

Q Hext Cancel Finish

4. Review the Summary information, then click Finish.
5. When the File Download window opens, click Save File, then click OK.

Note: The procedure for downloading and saving the template file may vary, depending on
the Web browser.

6. Continue with Duplicating the Server Template on page 116 to deploy the same controller configuration
on multiple systems in your storage space.

12.1.2 Duplicating the Server Template

When you are ready to duplicate the server template on other systems in your storage space, you can
restore the controller(s) on those systems from the server template file.

Keep in mind that:

¢ The server template file (default, Cont r ol | er Conf . xm ) is editable. For example, you may need

to change the disk drive capacity or logical drive size to accommodate the differences on each
machine.

¢ Drives from the same vendor with slightly different capacities (147GB vs 150GB, for instance) are
considered interchangeable. If the logical drive capacity changes as a result of the size difference,
it is scaled accordingly. For example, if the new drives have 4% more capacity due to vendor or
model changes, then all logical drives are increased in size by 4%.

To duplicate the server template on another system:

1. Inthe Enterprise View, select a system, then select a controller on that system.

2. On the ribbon, in the Controller group, click Manage Configuration.

M ahage Configuration

Controller

The Manage Configuration wizard opens.

3. Select Restore Configuration, then click Next.
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"s Manage Configuration x
- Contraller 1 Select operation and click next to continue

Select Operation

Configuration Fie Save Configuration Save configuration to a file
Restore Options #®) Restore Configuration Restore configuration from & file
SUmmary Cleatr Configuration Clear controller configuration

9 Hext Cancel

4. In the Configuration File panel, click Choose, navigate the file system to your server template file,
then click Open. When the file name appears in the "selected file" area (circled in blue in figure
below), click Upload, wait for the upload to complete, then click Next.

"“' Manage Configuration x
- Controler 1 Select configuration file, click Next

« Select Operation
Configuration File 4 Choose + Upload @ Cancel

Restore Options
x
Summary

Uploaded Configuration File
File Name Remove

Mo configuration file uploaded

0 Back Next Cancel

5. Inthe Restore Options panel, choose a Force option if the new controller does not support all of the
features of the template controller, or if the drive capacity on the new system does not match the
configuration in the server template file. The default is Force None. You can choose to:

Options Description
Force All To force deployment of all features
Force Size To force deployment of just the logical drives
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"“ Manage Configuration x
- Controler 1 Select restore options, click Next

« Select Operation
v Configuration File L) Force None Do not force to configure the target controller

Restore Options Force All Ignore all constraints to configure the target controller

Summary - Option to force the pla
Foree Size (shrink er enlarge the

ction only in logical size constraint
f logical according to target system)

Slot ID Apply configuration based on SlotiD instead of DevicelD

g Back Next Cancel

6. To apply the configuration based on SlotID rather than DevicelD, click the Slot ID check box.

7. Click Next, review the summary information, then click Finish.
maxView Storage Manager duplicates the controller configuration on the new controller.

8. Repeat these steps for each controller on the server. Choose a different server template file in Step
[4], as needed.

12.2 Managing Remote Systems

maxView Storage Manager has a wizard to help you manage the remote systems in your storage space.
The wizard simplifies the process of connecting to remote systems from the local system and adding
them to the Enterprise View.

When you start maxView Storage Manager, an “auto-discovery” task runs in the background, continuously
searching your network for systems running the maxView Storage Manager Agent. The wizard presents
a list of discovered systems (see figure below). You can select systems to add to the Enterprise View
when you start maxView Storage Manager; add systems manually if they are not discovered automatically;
and remove systems that you no longer want to manage.
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[ £ Add System x

&, Enterprise
List ofthe discovered systerns. Please select and fill in system login infarmation to be managed by masiew

System Name User Name Password

adprndhol

castleintheshy

hal7886c.adaptec.cam

Inte| 260025 2KER . adaptec.com

John-PC adaptec.com

Lee-UARTS

maxisw-Jason

maxiew-Jason

MKEDSK-1D01 adaptec.com

MKSLAB-PERFO1 adaptec.com

=

9 Systetn Not Present ! Add Cancel

12.2.1 Adding Remote Systems with the Wizard

For basic instructions for adding remote systems with the wizard, see Logging into Remote Systems
from the Local System on page 41. Once you add a system in the wizard, it automatically appears in
the Enterprise View each time you start maxView Storage Manager. You can work with a remote system's
controllers, disk drives, and logical drives as if they were part of your local system.
Note: The wizard adds all selected systems to the Enterprise view even if login fails on some
systems. For those systems, try running the wizard again with different login credentials.

12.2.2 Manually Adding a Remote System
You can add a remote system manually if auto-discovery fails to find the system on your network.
To manually add a remote system:

1. Onthe ribbon, in the Home group, click Add System.

Y

Home

2. When the Add System window opens, click System Not Present.
The Add System Manually window opens.

3. Enter the system name and login credentials in the space provided, then click Add.

(%, Add System Manually 2
Systern : [lah2 test
Userld: |administrator
Fassword : [eesacned]

9 Add Cancel
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The window closes and the system appears in the discovered systems list in the Add System window.

4. Select the system, then click Add.
maxView Storage Manager connects to the remote system and adds it to the Enterprise View.

12.2.3 Removing a Remote System
If you no longer want to manage a remote system, you can remove it from the Enterprise View.
Note: Removing a remote system from the Enterprise View does not take it off-line.
To remove a remote system:

1. Onthe ribbon, in the Home group, click Delete System.

Delete System

Home

The Delete System window opens.

2. Select the system(s) you want to remove. To select all systems in the list, click the checkbox at the
top of the window.

[ Delete System x

List ofthe managed systerns. Please select system=is) to be removed from the maxview managerment

System Name IPAddress

g Delete Cancel

3. Click Delete.
maxView Storage Manager removes the remote system(s) from the Enterprise View.

12.2.4 Changing the Auto-Discovery Settings

Auto-discovery, in maxView Storage Manager, is enabled by default. The auto-discovery task runs in
the background each time maxView Storage Manager is started. You can disable auto-discovery if
desired, and configure the auto-discovery settings described below.

To change the auto-discovery settings on a system:

1. Inthe Enterprise View, select a system.
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2. Onthe ribbon, in the System group, click System Settings.

rEa

Syskem Settings

The maxView Storage Manager Agent Settings window opens for that system. The auto-discovery
settings appear at the bottom.

.' & System Settings ®

St maxiew Sgent parameters
[} sroBszkerz

Agent SMTP Email Web Server

Agent System Base Port 3457

Save Everts to O3 Log Errar, Warning j
Sound Alarm

Alarm Interval (zeconds] 300

Enable Auto Discover:

Auto Discovery Bage Port

Auto Discovery Interval (seconds)

Allowy Standard User as T

Q Cancel

3. Toenable/disable auto-discovery, select Enabl e Auto Di scovery.(This option toggles between
enabled and disabled.)

4. Update the auto-discovery settings, as needed:

¢ Inthe Auto Discovery Base Port field, enter the port number for the auto-discovery task. You
can use any available port for auto-discovery. The default port is 34570. If you change the port,
you must restart the maxView Storage Manager Agent for the change to take effect.

¢ Inthe Auto Discovery Interval field, enter the number of seconds between each auto-discovery
check. This number determines how often maxView Storage Manager checks for changes in
remote system resources. The default is 360 seconds.

5. Click OK to save the changes.

12.3 Clearing the Controller Configuration

You can clear the configuration of a controller to accommodate changes in your storage space. For
example, you may want to clear a controller if you upgraded your hardware or if you plan to move the
controller to another machine. Clearing the configuration destroys the controller meta-data, including
logical device information, partition information, maxCache information, and so on. Once you clear the
controller configuration, your online data is no longer accessible.
Caution: When you clear a controller configuration, you lose all data stored on that controller.
Be sure you no longer need the data on the controller before proceeding.

To clear the controller configuration:

1. Inthe Enterprise View, select a system, then select a controller on that system.
2. Onthe ribbon, in the Controller group, click Manage Configuration.
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M anage Configuration

Controller

The Manage Configuration wizard opens.
3. Select Clear Configuration, then click Next.

"“' Manage Configuration 4
- Cortraller 1 Select operation and click next to continue

Select Dperation

Configuration File Save Configurstion Save configurstion to & file

Restare Cptions Restore Configuration Restore configuration from a file

SUmmary ®)  Clear Configuration Clear cartraller configuration

Q Hext Cancel Finish

4. Review the Summary information, then click Finish.

124 Changing the Agent Base Port Setting

You can change the base port setting for the maxView Storage Manager Agent, if needed, to
accommodate changes in your network or IT requirements. The Agent can use any open port for
communication. The default port is 34571. If you change the port, you must restart the maxView Storage
Manager Agent for the change to take effect.

To change the Agent base port setting:

1. Inthe Enterprise View, select a system.
2. Onthe ribbon, in the System group, click System Settings.

The Agent Settings window opens. In the figure below, the base port setting is circled in blue.
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.. & System Settings

Set maxview Anent parameters
|} x7DBIv2KERZ

Agent SMTP Email Web Server

Aoert System Base Port
Save Everts to []s

Wb

Sound Alarm

Alarm Irteresl (seconds)

Enable Auto Discovery

Auto Discovery Base Port

Auto Discovery Interval (seconcds)

Allowe Standard User as Admin

©

I Errar, ¥arning j

300

&

34370

360

Cancel

3. Enter the new base port, then click Apply.

4. Restart the Agent.

Changing the Web Server Port

& Microsemi
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You can change the port used by the maxView Storage Manager Web Server, if needed, to accommodate
changes in your network or IT requirements. The Web Server can use any open port for communication.
The default port is 8443. If you change the port, you must restart maxView Storage Manager for the

change to take effect.
To change the Web Server port:

1. Inthe Enterprise View, select a system.

2. Onthe ribbon, in the System group, click System Settings.

When the System Settings window opens, click the Web Server tab.
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.. & System Settings x

Set maxview web server settings
L) #7pE3-n2KeR2

|| Agent SMTP Email Web Server
wieh Server Port G443
Secured Protocal )

0 Cancel

3. Enter the new Web Server port. Optionally, click Secured Protocol to enable/disable secure
communication over https.

4. Click Apply.
5. Restart maxView Storage Manager.

Granting Standard Users Admin Privilege

Normally, Standard users have restricted access to your storage space, with limited ability to perform
non-destructive operations in maxView Storage Manager (see Working in maxView Storage Manager
on page 29). You can grant Standard users Admin Privilege to accommodate changes in your system
policies or IT requirements.

To grant Admin privilege to Standard users:

1. Inthe Enterprise View, select a system.
2. Onthe ribbon, in the System group, click System Settings.

The Agent Settings window opens.
3. Click the Allow Standard User as Admin check box, then click Apply.
4. Restart the Agent.
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Solving Problems

This section describes how to troubleshoot the components in your storage space.

General Troubleshooting Tips

If you experience problems installing or using maxView Storage Manager, try these troubleshooting tips
first:

¢ Ensure that all managed systems are powered on and that you are logged in to any remote systems
that you want to manage. (See Logging into Remote Systems from the Local System on page 41
for more information.)

e Check all cable connections.

e Try uninstalling and reinstalling maxView Storage Manager.

e Check the Readme for compatibility issues and known problems.

Identifying a Failed or Failing Component

When you receive notice of a Warning- or Error-level event, use maxView Storage Manager's rapid fault
isolation feature to quickly identify the source of the problem.

For instance, in this example, a disk drive has failed. To find the failed disk drive, expand the tree in the
Enterprise View, look for the orange and red warning and error icons, then continue tracing the problem
to its source.

¥ = Enterprise Yiew
¥ [&¥7DB3W2KBER2 adaptec.com Error is on local system...
™ & Controller 1 ...on Controller 1
- ;@' maxCache Device
f&MaxCache 0
~ EilLogical Devices
B LogicsiDrvd
E_ LogicalDrvi
B LogicaiDred

¥ g=Physical Devices

...affecting two Logical Drives

\/

~ [@Enclosure 0
g siot 1 ...and a physical device in Slot 2 in Enclosure 0.

53 Click Slot 2 to check the device status on the Storage
Dashboard and continue tracing the fault to its source...
=| Summary ~, Resources £ Events
Device Status
...a disk drive failure. ————— Type- Disk drive i Failed

Wendor Unknomsn Negotiated transfer speed Failed
hiodel ST3250620MNS Write-cache mode : Wirite back
Serial Mo : SOE4MAS SM.ART warnings : o
Firmavare level - 3.AEK SEDnon-spinning) - false
Reporied channel 0 MaxCache capsble - Mot supported
Reporied SCSl device id - 17 MaxCache assigned : Mot supported
WA - 0000000041 FE1B54
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Recovering from a Disk Drive Failure
This section describes how to recover when a disk drive or SSD fails:

o If the logical drive is protected by a hot spare, see Failed Disk Drive Protected by a Hot Spare on
page 126.

o If the logical drive is not protected by a hot spare, see Failed Disk Drive Not Protected by a Hot
Spare on page 126.

e If there is a disk drive failure in more than one logical drive simultaneously, see Failure in Multiple
Logical Drives Simultaneously on page 126.

e Ifitis a RAID O logical drive, see Disk Drive Failure in a RAID 0 Logical Drive on page 127.

e If multiple disk drives fail within the same logical drive, see Multiple Disk Drive Failures in the Same
Logical Drive on page 127 and Forcing a Logical Drive with Multiple Drive Failures Back Online on
page 128.

Failed Disk Drive Protected by a Hot Spare

If a disk drive in a logical drive fails and that logical drive is protected by a hot spare, the hot spare is
automatically incorporated into the logical drive and takes over for the failed drive.

For example, if a disk drive fails in a RAID 5 logical drive, the logical drive is automatically rebuilt, with
its data reconstructed using the hot spare in place of the failed drive. You can access the logical drive
while it's rebuilding.

To recover from the failure:

1. Remove and replace the failed disk drive, following the manufacturer's instructions.
2. Ifcopyback is not enabled—Designate a new hot spare to protect the logical drives on that controller.

If copyback is enabled—Data is automatically moved back to its original location once the controller
detects that the failed drive has been replaced. No action is required. See Enabling Copyback on
page 52 for more information.

Failed Disk Drive Not Protected by a Hot Spare

If a disk drive in a logical drive fails when the logical drive is not protected by a hot spare, remove and
replace the failed disk drive. The controller detects the new disk drive and begins to rebuild it. You can
access the logical drive while it's rebuilding.

For example, when one of the disk drives fails in a RAID 1 logical drive, the logical drive is not automatically
rebuilt. The failed disk drive must be removed and replaced before the logical drive can be rebuilt.

If the controller fails to rebuild the logical drive, check that the cables, disk drives, and controllers are
properly installed and connected. Then, if necessary, follow the instructions in Rebuilding Logical Drives
on page 128.

Failure in Multiple Logical Drives Simultaneously

If a disk drive fails in more than one logical drive at the same time (one failure per logical drive), and
the logical drives have hot spares protecting them, the controller rebuilds the logical drives with these
limitations:
¢ A hot spare must be of equal or greater size than the failed disk drive it's replacing.
¢ Failed disk drives are replaced with hot spares in the order in which they failed. (The logical drive
that includes the disk drive that failed first is rebuilt first, assuming an appropriate hot spare is
available—see the previous bullet.)

Note: If the number of disk drive failures exceeds the number of hot spares, see Failed Disk Drive
Not Protected by a Hot Spare. on page 126.

If copyback is enabled, data is moved back to its original location once the controller detects that the
failed drive has been replaced. See Enabling Copyback on page 52 for more information.
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13.3.4 Disk Drive Failure in a RAID 0 Logical Drive

Because RAID 0 volumes do not include redundancy, if a disk drive fails in a RAID 0 logical drive, the
data cannot be recovered.

Correct the cause of the failure or replace the failed disk drives. Then, restore your data from backup,
if available.

13.3.5 Multiple Disk Drive Failures in the Same Logical Drive

If multiple disk drives fail in the same logical drive, you may be able to recover the data by recreating
the logical drive in the wizard without the initialization step. Omitting the initialization step reconstructs
the logical drive meta-data without modifying or destroying any other data on the disks.
Note: RAID 6 and RAID 60 logical drives support two simultaneous disk drive failures. In some
instances, RAID 10 and RAID 50 logical drives may survive multiple disk drive failures, depending
on which disk drives fail. See Selecting the Best RAID Level on page 142 for more information.

Caution: This procedure is not guaranteed to successfully recover your logical drive. The surest
way to recover your data is to restore the failed logical drive from backup.

To recreate the logical drive after multiple drive failures:

1. Start the logical drive creation wizard, select Custom Configuration, then click Next.

2. Choose the same RAID level as the original logical drive, then click Next.
3. Select the same set of disk drives as the original logical drive, then click Next.
4. Ensure that all RAID Attributes are the same as the original logical drive, click Skip Initialization, then
click Next.
E) Create Logical Device »®
- Coniroller 1 Set RAID sttributes and click 'Mext' to continue
+ Creation Maode Mame W

~ RAID Level

size [r3s523 | B j | Max
~ RAIC Members

Stripe Size (KE)

RAID Atributes Gkl

Summary \iite-Cache I Enabled (Wirite Back) Vl
Read-Cache I Enabled 'I
maxache I Enabled vl
Skip Initizlization o
Initialization Methad I Build vl
Initizlization Priority I [ 'l

“erify weith 05 W

g Back Hext Cancel

5. Click Finish.
maxView Storage Manager builds the logical drive.

6. Check the logical drive for data and file system integrity. If you still cannot access the data, initialize
the physical drives (to erase the meta-data), then rebuild the logical drive again without initialization,
selecting the disk drives in a different order in Step [3]. You may need to try several different disk
drive orders (called the “stripe order”) before you can recover the data..

Note: On the Summary panel, uninitialized logical drives have an “Impacted” status.
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Forcing a Logical Drive with Multiple Drive Failures Back Online

If multiple disk drives fail in the same logical drive, you may be able to recover the data by forcing the
logical drive back online. For instance, if two drives fail in a RAID 5, forcing it online may allow you to
access the data, depending on which disk drives failed.
Caution: This procedure is not guaranteed to successfully recover your logical drive. The surest
way to recover your data is to restore the failed logical drive from backup.

To force a logical drive online:

1. Inthe Enterprise view, select the failed logical drive (see Identifying a Failed or Failing Component
on page 125).

2. On the ribbon, in the Logical Device group, click Force Online.

BEZSE |
REEF

Lagical Dewice

3. Click Force, then click OK.

4. If prompted to run Verify with Fix, follow the instructions in Verifying and Fixing a Logical Drive on
page 62 to check the logical drive for data and file system integrity.

Rebuilding Logical Drives

A hot-swap rebuild occurs when a controller detects that a failed disk drive in a logical drive has been
removed and then reinserted.

To start a hot-swap rebuild:

1. Following manufacturer's instructions, gently pull the failed disk drive from the server without fully
removing it, then wait for it to spin down fully before continuing.

2. If there is nothing wrong with the disk drive, reinstall it, following manufacturer's instructions.
If necessary, replace the failed disk drive with a new disk drive of equal or larger size.

3. The controller detects the reinserted (or new) disk drive and begins to rebuild the logical drive.

Creating a Support Archive File

Your Microsemi support representative might ask you to create a support archive file to help diagnose
a problem with your system. Saved information includes device logs, drive logs, event logs, error logs,
controller logs, history logs, and SMART statistics.

To create the support archive file:

1. Inthe Enterprise View, select the system on which the problem is occurring. (Look for the orange
or red error icons in the Enterprise View.)

2. Ontheribbon, in the System group, click Archive Management.

archive tanagement

System

The Archive Management window opens.
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|} #7DB3-vzKeR2

[+
[
v
[

[wrd

€©

Select log files to save

Log File Description

Lelll)
Agent
M
Ll
Storlib

Firtmavare

miszt ey Storage Manager ek Server Logs
maciew Starage Manager Agent Logs

misz ey CIM Server and Provider Logs
Command Line Interface Logs

maxiew Storage Manager Library Logs

Firmweare Logs

Clear All Logs Save

3. Select the logs you want to save.

4. Click Save.

5. When the File Download window opens, click OK.

Cancel

& Microsemi
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6. In the Archive Management window, click Clear All Logs, or Cancel to exit.
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A Silent Installation on Windows and Linux

This appendix describes how to complete a silent installation of maxView Storage Manager on Windows
and Linux systems. A silent installation uses command line parameters to complete an installation
without messages or user interaction.

Note: Silent installation on Linux is supported on Red Hat, CentOS, and SLES only.

A.l Completing a Silent Installation

This section describes the silent installation process for Windows and Linux.

A.l.1 Windows Silent Installation
To complete a silent installation on Windows:

1. Openacommand prompt window, then change to the directory where you downloaded the Windows
setup program (see Downloading the Installer Package on page 20 for details).

2. Run the silent installation from the command line using one of these commands:
Options Description
Windows 64-bit  setup_asm_x64.exe /s /v"/qn <properties>"
Windows 32-bit  setup_asm_x86.exe /s /v"/qn <properties>"

where <properties> is one or more of the options listed in Switches, Properties, and Values on page
131.

Separate properties with spaces and enclose all properties after /v in quotes, with NO leading space.
Separate feature names for the ADDLOCAL property with commas.
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A.l1.1.1 Switches, Properties, and Values
This section describes the command line options for Windows silent installation. These options are not

supported on Linux.
Switch or Property
/s (required)

/v (required)

/an

/qb

/Iv* <path> (optional)

INSTALLDIR (optional)

ADDLOCAL (optional)

Description

Suppress dialog boxes.

Pass command line parameters to the setup program.
Suppress progress bar during installation.

Show progress bar during installation.

Generate verbose installation log at <path>.
Example:/ | v* c:\pnt.| og

Specifies the installation path. If specified, the installation path must be enclosed
in escaped quotation marks.
Example: | NSTALLDI R=\ " C: \ Progr am Fi | es\ Adapt ec\ naxVi ew
St orage Manager\"
Note: The default installation path is "C:\Program Files\Adaptec\maxView
Storage Manager".

e ALL (default)—Installs the maxView Storage Manager Console (GUl and Agent),
and ARCCONF (CLI). If you specify ALL, do not specify any of the following values.

e ARCCONF—Installs the Command Line Interface tool (ARCCONF)

e Agent—Installs the maxView Storage Manager Agent

e Console—Installs the maxView Storage Manager GUI

Note: Use commas to separate multiple values.

A.1.2 Linux Silent Installation

To complete a silent installation on Red Hat Linux, CentOS, or SLES:

1. Open ashell window, then change to the directory where you downloaded the Linux installer package
(see Downloading the Installer Package on page 20Downloading the Installer Package for details).

2. Run the silent installation from the command line using one of these commands
(x.xx-xxxxx=version-build number):

Options
Linux 64-bit

Description

./StorMan-X.XX-XXXXX.x86_64.bin --silent

Note: Linux systems also support silent upgrade and silent removal. See Example Command
Line Installations on page 132.
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A.2 Example Command Line Installations

This section shows typical command line installations for Windows and Linux. In the Linux examples,
<XXX>-<XXXXx>=version-build number.

¢ Normal Windows Installation:
setup_asm x64.exe /s /v'/gb /1v* c:\pnc.|og"
¢ Install to Specific Location on Windows:
setup_asm x64.exe /s /v"/gb | NSTALLDI R=\"C:\ Program Fi | es\ Adapt ec\ naxVi ew St or age

Manager\""

¢ Install Specific Feature on Windows:

setup_asm x64.exe /s /v"/gb ADDLOCAL=ARCCONF /|v* c:\pnt.|og"

e Normal Linux Installation:

./ St or Man- <x. Xxx>- <XXXXX>. Xx86_64. bi n --silent

e Linux Software Upgrade:

./ St or Man- <x. XX>- <XXXXX>. X86_64. bi n --upgrade

¢ Linux uninstallation (removal):

./ St or Man- <x. Xxx>- <XXXXX>. Xx86_64. bi n --renove

Alternative: r pm —e St or Man
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B Configuring SNMP Notifications on Windows and Linux

This appendix describes how to enable SNMP trap notifications on Windows and Linux.

After installing and configuring the SNMP service, you can monitor activity in your storage space with
the maxView Storage Manager GUI or any OS monitoring tool, such as a Mib Browser.

B.1 Setting Up SNMP Notifications on Windows

1. Install and enable the SNMP service on your Windows system. Define the SNMP community to which
to send trap messages ("public", for instance). Then designate that name as an Accepted Community
in the SNMP Service Properties.

For details on installing and configuring SNMP on Windows, refer to your operating system
documentation.

2. On Windows Server 2012 and Windows 8.x systems, the SNMP sub-agent does not have permission
to open a socket over TCP/IP or UDP, preventing it from communicating with the maxView Storage
Manager Agent. Use the following PowerShell scripts to allow the SNMP sub-agent to communicate
with the maxView Agent and send trap notifications:

a) Outbound Rule for Port 34572:

$Qut Bound = @
Di spl ayNane = "Maxvi ew Qut bound Rul e on TCP port 34572 for SNWP Service"
Direction = "Qut bound"
InterfaceType = "Any"

Action = "Allow'

Protocol = "TCP"

Service = "snmp"

Program = "$($env: syst endri ve)\ W NDOAB\ syst enB2\ snnp. exe"

Enabl ed = " TRUE"
Renot ePort = "34572"
Pol i cyStore = "Confi gurabl eServiceStore"

}
New- Net Fi rewal | Rul e @ut Bound

b) Inbound Rule for Port 34572:

$InBound = @
Di spl ayNane = "Maxvi ew | nbound Rul e on TCP port 34572 for SNWP Service"

Direction = "I nbound"
I nterfaceType = "Any"
Action = "Allow
Protocol = "TCP"
Service "snnp"

Program = "$($env: syst endri ve) \ W NDOAB\ syst enB2\ snnp. exe"
Enabl ed = " TRUE"

Renot ePort = "34572"

Pol i cyStore = "Confi gurabl eServi ceStore"

}
New Net Fi rewal | Rul e @ nBound

3. To remove the NetFirewall rules (as needed):
a) Outbound Rule for Port 34572:

Renpve- Net Fi rewal | Rul e - Di spl ayNane " Maxvi ew Qut bound Rul e on TCP port 34572 for
SNMVP Service" -PolicyStore "Configurabl eServiceStore"

b) Inbound Rule for Port 34572:

Renove- Net Fi rewal | Rul e - Di spl ayNanme "Maxvi ew | nbound Rul e on TCP port 34572 for
SNMP Service" -PolicyStore "Configurabl eServiceStore"
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B.2 Setting Up SNMP Notifications on Linux

1. Install the Net-SNMP RPM packages:
* net-snmp
e libsnmpl5
e snmp-mibs

2. In/etc/snnp/ snnpd. conf configuration file:
a) Comment out the com2sec entry:
# conmRsec not ConfigUser default public
b) Add the following lines at the end of the file:

rocommunity public
trapsi nk | ocal host
mast er agent x

c) (SLES 10 only) Register the agentx socket:
agent xsocket /var/agent x/ mast er
3. Copy aus.mib from /usr/StorMan to /usr/share/snmp/mibs/:

#cp /usr/ StorMan/aus. m b /usr/share/ snnp/ m bs

4. Restart the SNMP agent:

#service snnpd restart

5. Start aus-snmpd from /usr/StorMan:

#. ] aus- snnpd
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Using the maxView Plugin for VMware vSphere Web Client

The maxView plugin for VMware vSphere Web Client is a monitoring tool that lets you explore your
storage resources directly from the vSphere Web client, without using maxView Storage Manager as a
separate Web GUI. It replicates most of the information on the maxView Storage Manager Dashboard
(see The Storage Dashboard on page 33) for the controllers, logical devices, physical devices, enclosures,
and systems (hosts) in your storage space, with a vSphere "look and feel" and native navigation.

Note: The maxView plugin is a monitoring tool only. To modify your storage space, such as creating
or deleting a logical drive or designating a hot spare, you must use the maxView Storage Manager
GUI or CLI (ARCCONF).

Installing the maxView Plugin for vSphere Web Client

Follow the instructions in this section to install the maxView plugin for vSphere Web Client on a Windows
x64 system.
Note: Before you begin, ensure that VMware vSphere Web Client is already installed on the
Windows host. You need administrator privileges to install the maxView plugin.

1. Download the setup program for the maxView vSphere plugin at start.adaptec.com (see Downloading
the Installer Package on page 20).

2. Double-click the setup program:
Options Description

VMware ESXi 5.5 setup_maxView_VWC_Plugin_x64.exe
client

VMware ESXi 6.0 setup_maxView_VWC6_Plugin_x64.exe

client

The Installation wizard opens.
3. Click Next to begin the installation, accept the terms in the license agreement, then click Next.
4. Enter the following configuration settings for your VMware ESXi server, then click Next:

a) Hypervisor IP address

b) Hypervisor user name
c) Hypervisor password

15 maxView Storage Manager - InstallShield Wizard -
maxView Storage Manager ESX Server Configuration !. &
Provide E5¥ Server configur ation details for logging into the ESX Server ‘ -

Hypervisor IP Address |
Ewvent Listener Port 49161

Hypervisor Lser Name roat
Hypervisor Password f ‘

Confirm Password f ‘

<Bock || mMext> | [ cancel
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5. In the Features screen, ensure that maxView VWC Plugin is selected. Optionally, select CLI Tools.

Then click Next.

Direct Attached Storage Setup
Choose the features that best sult your needs.

Please select the festures you want to install,

of RAID arrays.

[] custom Setup Launches a Custom Setup.

ji5 maxView Storage Manager - InstallShield Wizard -

-

A

(v maxView YWC Plugin  Instals the maxView vSphere Web Client Phugin

Installs the command kne tools For creation and management

6. Click Install to begin the installation.

When the installation is complete, you receive a confirmation message that the plugin is installed.

C.2 Starting the maxView Plugin for vSphere Web Client

1. Launch the VMware vSphere Web Client: double-click the vSphere desktop icon, then enter your

login credentials.

2. In the Monitoring section on the vSphere Home screen (on the right), click the maxView icon; the
Controller information screen opens.

4 WIN-ETA0 462K4H o X | (G} Home
Goting S

() wCenter »| Inventories

[ Rules and Proiiles >

) wCenter Orchestrator b

&% Administration > vCenter

[7] Tasks

|5 Log Browser Monitoring

[l Events

v |

&7 Tags ‘:'_I

&, Mew Gearch > Task Console

[ 5aved Gearches >

W

Esy e

Home

ik

Hosts and
Clusters

o

Event Consale

5
s and
Termplates

Fl

Host Profiles

3. Alternatively, in the Navigation pane (on the left), click vCenter, scroll down to the maxView tree,
then select a resource category, such as Controller, Logical Device, Physical Device, or Enclosure, to
open the information screen for that item.
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4 Horre ARSI
vCenter
() wCenter Home
« Inventory Trees
[l Hosts and Clusters
|&] ¥Ms and Templates

€3 Networking
» Inventory Lists

» max\iew

B Loical Device ! >
>

7 Physical Device

W Enclaosure

Monitoring maxView Resources in vSphere Web Client

For each maxView resource in your storage space—controller, logical device, physical device, and so
on—you can view summary information about the resource (or "object") and view its related resources,
such as the physical devices in a logical drive, the logical drives on a controller, or the controllers on a

host.

For example, the figure below shows the summary information screen for a logical drive, with expandable
information fields containing general information about the logical drive, its settings, and resources.
(Each expandable field has an arrow next to it.)
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conz2-log-1 Actions =

Getting Started | Summary | Related Objects

conZ-log-1

|n] 1]
RAID level: 1
Status: Optimal

Date created: 0410772014

Interface type:

~ Logical Device Information

Data space 930,94 GB
Parity space 931 GB
Stripe size Mot Applicable
Fartitioned Mo

Bootahble es

Block size 12

Frotected by hot spare Mo

Failed stripes Ma

~ Resources

Mame Status
Slot1 Optirnal
Slotn Optirmal

Using the maxView Plugin for VMware vSphere Web Client

Serial Attached SCE|

- Settings
Fower management
» Caontroller cache

» maxCache

& Microsemi

Power Matters.”

Data space:
S0%
Farity space:
S0%
(]
Disabled
an
Mot Supported

Click on the Related Objects tab (next to the Summary tab) to show the physical devices comprising
the logical drive, the logical drive's controller, or a filtered list of events for that logical drive.

Button bar provides quick access
to related object information

Getting Started  Sufnmary ‘ Related Objects ‘

[ 1
‘ Controller‘ Physical Device ‘ Evem‘

{8 Actions «

Name Type Status
Slot0 HDD Optimal
Slot1 HDD Optimal

Total Space (GE)

931.51
931.51

(Qriter

To drill down further, click on any item in the related objects table, below the button bar. For example,
click on a physical device in the table shown below to view summary information for that device, its

related objects, and so on.
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Getting Started  Summary | Related Objects

Caontroller | Physical Device | Event

G Actions ~ Q -
Name Type Status Total Space (68) Used Spase (68)

Sloto HDD Optimal 931.51 a310

Slot1 HOD Py ani g1 s

Slot 1 Actions ~

Getting Stanted | Summary | Related Objects

Slot1
-~ Type: HDD Free Space:
\\_) , Status Optirmal gee%
Used Spave
14 Channegl 0 a8.05%

sceldevifein: 37

N 5000C60041DDDOFO
~ Physical Device Informatior} ol [+ settings =)
Vandor SFAATE Wiite-cache mode Wiite Back
Wodel g[3100042453 Power state Full RPM
Serial number ShikEVMGS0000C246EXDA | | 5 M ART wamings o
Firmuware level 0gos SMARTerrors Mo
Interface type Sirial Atiached 5C51 Hardware Errors o
Block size 52 Medium Errars 0
Negotiated transfer speed & o Gb/s Parlty Errors o
Supported power statss  F(IlRPM, Reduced RPM, Pa | Link Failuras 0

Slot1 | Actions
- Resources Getiing Stated  Summary | Related Objects
Phy ID Lifk Rate
oy 5 - Cantioller | Enclosure | Logical Device | Event
Phy 1 No device altached G Actions -
Name Mode status

Total Space (GB)

Adapter ASRBESGE-EVAL 2 BE07.21

RAID (Hide RAW) Optimal

When you're ready to monitor a different resource, click the resource category in the Navigation pane
(on the left). Or click on the History window one or more times (in the upper-left corner of the vSphere
client) to return to the vCenter top-level screen; then select a resource in the maxView tree.

4 Controller oD X
. Adaptec ASEeS s

: Click to go back. i Summary
H Logical L Right-click or hold to see history.

Adaptec ASRE8850-EVAL 1 Actions =

Related Objects

M Enclosure Logical Device | Enclosure | Physical Dewice | Event | Hosls

~7 Physical Device G Actions

R Event Hame Type Status

B Hosts Device 0 HDD ptin
Logical Device Dievice 1 HDD Optir
B con-log-1 Device 2 HOD Ciptir
B con-log-2 Device 3 HOD Ciptir

Once you return to the top-level screen or choose a resource in the Navigation pane, the procedure for

viewing the resource summary and drilling down for more detail is identical for all maxView resources
in your storage space.

For more information about the types of information provided on the summary screen and related

objects screens for each maxView resource, see Viewing Component Status in the Storage Dashboard
on page 102.
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D Using maxView Storage Manager with HBAs and Non-RAID Mode
Controllers

maxView Storage Manager allows you to manage storage resources on Microsemi Adaptec Host Bus
Adapters (HBAs) and RAID controllers operating in HBA mode (see the Microsemi Adaptec RAID Controllers
Command Line Utility User's Guide for details about changing the controller mode). In the Enterprise
View, maxView Storage Manager displays HBAs and non-RAID mode controllers in the controller list.
Drives on the HBA are surfaced to the OS as Raw devices; that is, storage devices without Microsemi
Adaptec RAID meta-data.

Note: maxView Storage Manager identifies the drive as a Raw device even if it has an OS partition.

¥ {g Enterprise View =] summary
¥ & WIN-DNF4NJEDABS

Controller 1is an HBA

~ 7§ Connector 0 Instalied Memory 123 MB

¥ 7 Enclosure 1 Mode HBA
Status Optimal

Temperature 39C / 102F (Norma

Key Features

Cache Backup Unit Mot Installed

Not Supported
...disk drives and SSDs
on the HBA are surfaced
as Raw devices

€5 Slot 10 (Raw
€ Siot 11 (Raw)
- o

'@ Controller 2

With HBAs and non-RAID mode controllers, maxView Storage Manager limits access to features that
are not used to configure and maintain RAID volumes (see table below). For example, on the Ribbon,
you can use the options in the Controller group to manage your controller, but not options in the Logical
Device group (because HBAs don't support logical volumes); similarly, you can use options in the System
group to upgrade the controller firmware, but not the Spare Management option in the Physical Devices
group (because HBAs don't support spares); and so on.

Ribbon Options for HBAs / Non-RAID Mode Controllers
System Group Firmware Update

Controller Group Rescan, Properties (non-RAID mode controllers only)
Logical Device Group None

Physical Devices Group Force Offline, Uninitialize

maxCache Group None

Similar to its function for RAID controllers, the Storage Dashboard provides detailed information about
the HBAs and non-RAID mode controllers in your storage space, including the enclosures, disk drives,
and SSDs connected to them (for more information about the dashboard, see Viewing Component
Status in the Storage Dashboard on page 102).

Tabs on the dashboard provide quick access to summary information, controller properties, resources,
and the connector configuration. The Events tab shows filtered events for the device (see Viewing
Activity Status in the Event Log on page 101).
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The following table lists the categories and types of information provided on the Storage Dashboard
for HBAs and connected devices.

Component

Controller

Physical Devices
(node)

Connector

Enclosure

Hard drives and
SSDs

Categories

Summary
Properties
Resources
Connectors

Summary

Summary

Summary

Summary
Resources
SMART

Examples

Model, WWN, key features, firmware version, controller mode, status, number
and type of physical devices.

Slot, driver version, bus type and speed, number of ports, settings (mostly
disabled)

Physical drive assignments by connector, including protocol, state, free and
used space

Connector name, number of devices, functional mode

Physical drive assighnments by connector, including protocol, state, free and
used space

Functional mode, number of devices

Enclosure type, vendor, model, ID, channel, firmware version, status

Fan, power supply, and temperature status (see Monitoring Enclosure Status
on page 104)

Slot allocation and usage

Drive type (hard drive, SSD), vendor, interface (SAS/SATA), and model
Block size, total size, rotational speed

Boot type

Firmware version, WWN, transfer speed

Free space, used space, reserved space

SMART statistics (see Viewing SMART Statistics on page 104)
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When you create logical drives in maxView Storage Manager, you can assign a RAID level to protect

your data.

Each RAID level offers a unique combination of performance and redundancy. RAID levels also vary by
the number of disk drives they support.

This section provides a comparison of all the RAID levels supported by maxView Storage Manager, and
provides a basic overview of each to help you select the best level of protection for your storage system.

Note: Not all RAID levels are supported by all controllers.

Comparing RAID Levels

Use this table to select the RAID levels that are most appropriate for the logical drives on your storage
space, based on the number of available disk drives and your requirements for performance and reliability.

RAID Level Redundancy Disk Drive

RAID 0 No
RAID 1 Yes
RAID 1E Yes
RAID 10 Yes
RAID 5 Yes
RAID 5EE Yes
RAID 50 Yes
RAID 6 Yes
RAID 60 Yes

Usage
100%
50%

50%

50%

67 —94%
50 - 88%
67 —94%
50 - 88%

50 - 88%

Read Perfor-
mance

* %k k

* %

* %

* %k

* %k

k% k

* %

* %

Write Perfor-
mance

k%%

* %k

* %k

Built-in Hot

Spare
No
No
No
No
No
Yes
No
No

No

Minimum

Disk Drives

2

Disk drive usage, read performance, and write performance depend on the number of drives in the
logical drive. In general, the more drives, the better the performance.

Understanding Drive Segments

A drive segment is a disk drive or portion of a disk drive that is used to create a logical drive. A disk drive
can include both RAID segments (segments that are part of a logical drive) and available segments. Each
segment can be part of only one logical drive at a time. If a disk drive is not part of any logical drive, the
entire disk is an available segment.
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Non-redundant Logical Drives (RAID 0)

A logical drive with RAID 0 includes two or more disk drives and provides data striping, where data is
distributed evenly across the disk drives in equal-sized sections. However, RAID 0 logical drives do not
maintain redundant data, so they offer no data protection.

Compared to an equal-sized group of independent disks, a RAID 0 logical drives provides improved I/O
performance.

Drive segment size is limited to the size of the smallest disk drive in the logical drive. For instance, an
array with two 250 GB disk drives and two 400 GB disk drives can create a RAID 0 drive segment of 250
GB, for a total of 1000 GB for the volume, as shown in this figure.

N
\_’/
. . T Drive Segment Size
Disk Drive 1 \250_(_;5/ (Smallest Disk Drive)
N
v
Disk Drive 2 250 GB P
N~ e
@ DiskDrive1 | 1 5 ... 997
v
Disk Drive 3 400 GB Disk Drive 2 w
q DiskDrive 3 | 3 7 ... 999
N A
@ o— Unused Space = 150 GB
w
Disk Drive4 | 4 8 ...1000
Disk Drive 4 400 GB N A
— Unused Space = 150 GB

i
|

Disk Drives in Logical Drive RAID O Logical Drive = 1000 GB

RAID 1 Logical Drives

A RAID 1 logical drive is built from two disk drives, where one disk drive is a mirror of the other (the
same data is stored on each disk drive). Compared to independent disk drives, RAID 1 logical drives
provide improved performance, with up to twice the read rate and an equal write rate of single disks.
However, capacity is only 50 percent of independent disk drives.

If the RAID 1 logical drive is built from different- sized disk drives, the free space, drive segment size is
the size of the smaller disk drive, as shown in this figure.
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Drive Segment Size

(Smallest Disk Drive)
N
\_//

Disk Drive 1 250 GB

— " i
Q Disk Drive 1 w
Disk Drive 2 \400_3 Disk Drive 2 m

~ Unused Space = 150 GB

Disk Drives in Logical Drive RAID 1 Logical Drive = 250 GB

E.5 RAID 1 Enhanced Logical Drives

A RAID 1 Enhanced (RAID 1E) logical drive—also known as a striped mirror—is similar to a RAID 1 array
except that data is both mirrored and striped, and more disk drives can be included. A RAID 1E logical
drive can be built from three or more disk drives.

In this example, the large bold numbers represent the striped data, and the smaller, non-bold numbers
represent the mirrored data stripes.

Ty
e
Disk Drive 1 400 GB
v /_\
/_\ \v—‘,——’\/
\_’/ : ! :
DiskDrived | 1! 3 1 4 |6
Disk Drive 2 400 GB \5‘5_/:
~ i . i
DiskDrive2 | 21 4 | 5 1 4
T l ' l
\_’/ \:\e_’-—:/
Disk Drive 3 400 GB Disk Drive 3 | 3 i 2 i 6 i 5
~ ~—
Disk Drives in Logical Drive RAID 1E Logical Drive = 600 GB
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RAID 10 Logical Drives

A RAID 10 logical drive is built from two or more equal-sized RAID 1 logical drives. Data in a RAID 10
logical drive is both striped and mirrored. Mirroring provides data protection, and striping improves

performance.

& Microsemi

Power Matters.”

Drive segment size is limited to the size of the smallest disk drive in the logical drive. For instance, an
array with two 250 GB disk drives and two 400 GB disk drives can create two mirrored drive segments
of 250 GB, for a total of 500 GB for the logical drive, as shown in this figure.

Disk Drive 1

Disk Drive 2

Disk Drive 3

Disk Drive 4

()

250 GB

)

250 GB

li

400 GB

I

400 GB

Disk Drive 1

Disk Drive 2

Disk Drive 3

Disk Drive 4

:

Disk Drives in Logical Drive

17— Drive Segment Size
(Smallest Disk Drive)

RAID 10 Logical Drive = 500 GB
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RAID 5 Logical Drives

A RAID 5 logical drive is built from a minimum of three disk drives, and uses data striping and parity
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data to provide redundancy. Parity data provides data protection, and striping improves performance.

Parity data is an error-correcting redundancy that's used to re-create data if a disk drive fails. In RAID
5 logical drives, parity data (represented by Ps in the next figure) is striped evenly across the disk drives
with the stored data.

Drive segment size is limited to the size of the smallest disk drive in the logical drive. For instance, an

array with two 250 GB disk drives and two 400 GB disk drives can contain 750 GB of stored data and

250 GB of parity data, as shown in this figure.

Disk Drive 1

Disk Drive 2

Disk Drive 3

Disk Drive 4

O

250 GB

)

250 GB

Il

400 GB

I

400 GB

:

Disk Drives in Logical Drive

Drive Segment Size
(Smallest Disk Drive)

DiskDrive1 | 1 4 ... P
Disk Drive 2

DiskDrive3 | 3 P ... 749

Disk Drive 4 | P 6 ... 750

RAID 5 Logical Drive = 750 GB plus Parity
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RAID 5EE Logical Drives

A RAID 5EE logical drive—also known as a hot space—is similar to a RAID 5 array except that it includes
a distributed spare drive and must be built from a minimum of four disk drives.

Unlike a hot spare, a distributed spare is striped evenly across the disk drives with the stored data and
parity data, and can't be shared with other logical disk drives. A distributed spare improves the speed
at which the array is rebuilt following a disk drive failure.

A RAID 5EE logical drive protects your data and increases read and write speeds. However, capacity is
reduced by two disk drives’ worth of space, which is for parity data and spare data.

In this figure, S represents the distributed spare, P represents the distributed parity data.

Disk Drive 1

Disk Drive 2

Disk Drive 3

Disk Drive 4

)

250 GB

)

250 GB

J

400 GB

I

400 GB

T Drive Segment Size

(Smallest Disk Drive)

DiskDrive1 |1 S ... P

DiskDrive2 | 2 P ... 449

Disk Drive3 | S 3 . S
+— Unused Space = 150 GB

Disk Drive 4 | P 4 ... 500

L

Disk Drives in Logical Drive

5% Unused Space = 150 GB

Based on the drive segment sizes used:
RAID 5EE Logical Drive = 500 GB plus parity
and hot spare
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RAID 50 Logical Drive

A RAID 50 logical drive is built from six to forty-eight disk drives configured as two or more RAID 5 arrays,
and stripes stored data and parity data across all disk drives in both RAID 5 logical drives. (For more
information, see RAID 5 Logical Drives on page 146.)

The parity data provides data protection, and striping improves performance. RAID 50 logical drives
also provide high data transfer speeds.

Drive segment size is limited to the size of the smallest disk drive in the logical drive. For example, three
250 GB disk drives and three 400 GB disk drives comprise two equal-sized RAID 5 logical drives with 500
GB of stored data and 250 GB of parity data. The RAID 50 logical drive can therefore contain 1000 GB
(2 x 500 GB) of stored data and 500 GB of parity data.

In this figure, P represents the distributed parity data.

Y
N

RAID 50
Logical Drive

1000 GB
plus Parity

RAID 5 | Each RAID 5 Logical Drive has RAID 5
A 500 GB Data Storage

/ \ 250 GB Parity Data

Drive 1 Drive 2 Drive 3

250 GB 250 GB 250 GB Drive 4 Drive 5 Drive 6
400 GB 400 GB 400 GB

Total Unused
— Space = 150 GB

G0
(ﬁ.
(EF w
G
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RAID 6 Logical Drives

A RAID 6 logical drive—also known as dual drive failure protection—is similar to a RAID 5 logical drive
because it uses data striping and parity data to provide redundancy. However, RAID 6 logical drives
include two independent sets of parity data instead of one. Both sets of parity data are striped separately
across all disk drives in the logical drive.

RAID 6 logical drives provide extra protection for your data because they can recover from two
simultaneous disk drive failures. However, the extra parity calculation slows performance (compared
to RAID 5 logical drives).

RAID 6 logical drives must be built from at least four disk drives. Maximum stripe size depends on the
number of disk drives in the logical drive.

T
v
. . — Drive Segment Size
Disk D 1 250 GB
sk brive 7™ ) (smallest Disk Drive)
T
)
Disk Drive 2 250 GB T

Disk Drive1 | 1 P1 ... P2

Ji
|

Disk Drive2 | 2 P2 ... 449

Disk Drive 3 400 GB N~
Q Disk Drive 3 | P1 3 ... P1
\_{_/
@ +— Unused Space = 150 GB
N~
Disk Drive 4 | P2 4 ... 500
Disk Drive 4 400 GB N A

)— Unused Space = 150 GB

:
|

Disk Drives in Logical Drive Based on the drive segment sizes used:
RAID 6 Logical Drive = 500 GB plus parity
(P1L&P2)

RAID 60 Logical Drives

Similar to a RAID 50 logical drive (see RAID 50 Logical Drives on page 148), a RAID 60 logical drive—also
known as dual drive failure protection—is built from eight disk drives configured as two or more RAID
6 logical drives, and stripes stored data and two sets of parity data across all disk drives in both RAID 6
logical drives.

Two sets of parity data provide enhanced data protection, and striping improves performance. RAID 60
logical drives also provide high data transfer speeds.
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F Icons At-a-Glance

The following is a complete list of icons used in maxView Storage Manager. It contains the icons on the
ribbon, in the Enterprise View and on tabs and dialog boxes.

See Overview of the Main Window on page 30 for more information.

Ribbon Home Icons

Icon Description

s Remote system add
S

| t, Remote system delete

Ribbon System Icons

Icon Description
.lu. System settings
u? Firmware update
[ s
X Save archive file

Ribbon Controller Icons

Icon Description
"ﬂ Controller settings
I‘t Manage configuration (save/restore/clear)
"'E:.". Controller rescan
[ A, ]
:ﬂ Silence alarm

Ribbon Logical Device Icons

Icon Description

E Logical drive settings

E-', Logical drive create

=) cal .
+—] Logical drive expand/migrate

r&. Logical drive verify
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Icon

&
B
&
@

Description

Logical drive locate

Logical drive delete

Logical drive erase

Logical drive force online

Ribbon Physical Device Icons

Icon

o

Description

Physical disk properties

Assign/unassign physical disk as spare

Force physical disk offline

Physical disk initialization

Physical disk verify

Physical disk secure erase

Physical disk locate

Ribbon maxCache Icons

C
v
k

e

Description

maxCache Device create

maxCache Device set properties

maxCache Device locate

maxCache Device verify

maxCache Device delete

maxCache Device disable

Enterprise View Icons

Icon

&

Description

Enterprise View
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Icon

T KRR X

Description

Local or remote system

Controller

Enclosure

Logical disk

Logical disks

Physical disk

Hard disk drive

Solid State drive

Physical disks

Enclosure

Connector or other physical device

Enterprise View Status Icons

Icon

e o e

=

Description

Enterprise OK

Enterprise error

Enterprise no access

Enterprise warning

Enterprise View System Icons

o' o 0 o

Description

System OK

System error

System missing

System no access

System warning
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Enterprise View Connector Icons

> o of ot 8

Description

Connector OK

Connector failed

Connector missing

Connector warning

Enterprise View Controller Icons

Icon

SIS I e

Description

Controller OK

Controller failed

Controller missing

Controller warning

Enterprise View Enclosure Icons

Icon

%
.
7

Description

Enclosure Management OK

Enclosure Management failed

Enclosure missing

Enclosure Management warning

Enterprise View Physical Disk Icons

Icon

<

-]

& 0

Description

Physical disk OK

Physical disks OK

Physical disks failure

Physical disks missing

Physical disks warning
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Enterprise View MaxCache Device Icons

Icon

e

i
F i

5

Description

maxCache Device error

maxCache Device missing

maxCache Device OK

maxCache Device warning

Description

Summary

Properties

Resources

Events

Task

Dialog Box Icons

Icon
&

Description

E-mail notification

Chart
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Index

A
activity in storage space
33
event log 33
task log 33

activity on storage space, See monitoring
adapters, See controllers
Add System wizard 119
adding maxCache SSD caching
71,75
Series 6Q controllers 71, 75
advanced settings 46, 72
Agent
16, 39-40
introduction 16, 39
starting
40
Linux 40
Solaris 40
Windows 40
startup order 39
alarm
91
controllers
91
disabling 91
disabling
91
controller-level 91
systems
91
silencing 91
ARCCONF command line utility 14
archive file 128
auto-discovery 118
automatic verification 61

B

background consistency check 62—63
background verification 62
boards, See controllers
bootable USB image 17, 26
build method
46, 60, 126-127

Build 46, 60

Clear 46, 60

Quick 46, 60

Skip Initialization 60, 126—127

& Microsemi
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building storage space
15,38,42,44,47,55,71,75
adding maxCache SSD caching 71, 75
custom configuration 42, 44
express configuration 42

C

cache preservation 53
cards, See controllers
CIM server 16, 20
command line utility
14
ARCCONF 14
components
14,81
defined 14
viewing properties 81
Configuration Event Detail window 101
configuring 42
See also building storage space
controller
34,103,121
clearing configuration 121
controller cache preservation 53
controllers
81,91-92, 94, 97
disabling alarm 91
properties 81
rescanning 91-92
updating firmware 94, 97
copyback 52
custom configuration 42, 44

D
dedicated hot spares
48-49,51
creating 48—-49
deleting 51

removing 51
deleting all logical drives 66
deleting logical drives 65
deleting tasks 80
direct attached storage
13
defined 13
disk drive
94, 97
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disk drive (continued)
updating firmware 94, 97

disk drive segments 142

disk drives

45,52,55-57,60, 65, 81, 84-88, 94, 126—

128
conceptual graphic 55

different sizes in same logical drive 55-56

failed state 84
failure recovery
52,60, 126-128
multiple disk drives 60, 126—-128
multiple logical drives 126
RAID 0 logical drives 126—-127
with hot spare 52, 126
without hot spare 126
identifying 81
initializing 85, 87
locating 81
properties 81
replacing in logical drives 84
secure erasing 88
segments in logical drives 56-57, 65
uninitializing 86
updating firmware 94
within logical drives 45

drives
81
identifying 81
locating 81
E

email notifications
100, 105-106, 108-110
"from" address 106

changing "from" address 106, 109-110

changing SMTP server 106, 109-110
disabling 106, 110
failed test emails 109

modifying recipient information 106, 109

recipient addresses 106
removing recipients 106, 109
setup 106
SMTP server settings 106
test emails 106, 108
Email Notifications Manager
100, 105-106, 108
opening 106
test emails 106, 108
enclosure
94,98
updating firmware 94, 98

& Microsemi

enclosures
34,81,103-104, 141

fan status 34, 103-104, 141
identifying 81
locating 81
monitoring 34, 103-104, 141
power status 34, 103-104, 141
status 34

Power Matters.”

temperature status 34, 103-104, 141

Enterprise View
30, 32
icons 32
Error (task status) 78
event log 33, 100
event log (operating system) 113
events 33
See also monitoring
expander
94, 98
updating firmware 94, 98

expanding logical drives 57, 60, 63, 65

express configuration

42
RAID levels 42
F
failed disk drives
60, 126-127

multiple disk drives 60, 126—127

multiple logical drives 126

RAID 0 logical drives 126-127

without hot spare 126
failed logical drive

126,128

force online 126, 128
failover 52
firmware 94, 97-98
Firmware Update wizard 94
force online 126, 128
formatting logical drives 43, 47

G
global hot spares
48,50
deleting 50

Green Backup status 103

H

hard disk
14
hard disk drive
14
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hard disk (continued)
hard disk drive (continued)
hard drive, See disk drive
help 35
hot spares
48,48-49, 51, 55
creating 48
creating dedicated 48—49
creating pool spare 48-49
dedicated
48
defined 48
deleting 51
global
48
defined 48
limitations 48—-49
removing 51
hybrid RAID 45, 5657

icons
32,101,107
Enterprise View 32
event status icons 101, 107
identifying components 81
initialize method 60, 62
initializing disk drives

85, 87,127
skipping 127
L
Linux
40

starting the Agent 40
local systems 38
locating drives 81
logging in 29, 38-39
logging into remote systems 41
logging out 36
logical drives

38,42-47, 55, 55-66, 72, 84, 126, 128,

142-149
advanced settings 46, 72
automatic verification 61
background consistency check 62
background verification 62
build method 46, 60
building

42

basic 42
changing RAID levels 60, 64
custom configuration 42, 44

& Microsemi
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logical drives (continued)

M

defined 55
deleting 65—-66
different-sized disk drives 55-56

disabling background consistency check 62—63

disk drive segments 56-57, 65, 142

enabling background consistency check 62—63

expanding 57, 60, 63, 65
fine-tuning 46, 58, 72
formatting 43, 47

hot-swap rebuilding 84, 128
hybrid RAID 45, 56-57
increasing capacity 57, 60, 63, 65
initialize methods 60, 62
manual verification 62
maximum size 63
non-redundant 143

options for creating 42
partitioning 43, 47

RAID 1143

RAID 10 145

RAID 1E 144

RAID 5 146

RAID 50 148

RAID 5EE 147

RAID 6 149

RAID 60 149

RAID segments 142

read cache 59

rebuilding 126

remove disk drive or segment 63—64
renaming 58

replace disk drive or segment 63—64
replacing disk drives 84
selecting disk drives 45
selecting RAID levels 44

stripe size 60

verifying 61

verifying and fixing 60, 62, 128
write cache setting 59

main window
30, 36, 81, 100-102, 107, 139-140, 150

event details 101
event log 100
Logout button 36
monitoring activity and status 100
notification types
100-101, 107

event log 100

event status icons 101, 107
overview 30, 150
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main window (continued)
status icons 101, 107
Storage Dashboard 81, 100-102, 139-140
task details 102
manual verification 62
maxCache
71,75,112
cache hits and misses 112
with Series 6Q controllers 71, 75
write caching 71
maxCache Device
71,73-75
coherency check 74
creating 71, 75
deleting 75
Flush and Fetch rate 73
selecting a RAID level 71
selecting SSDs 71
verifying and fixing 74
maxCache statistics 76, 111-112
maxView Storage Manager
15-17, 22, 30, 32, 39, 41, 100, 150
Agent 16, 39
beginning steps 15
Enterprise View 30
event log 100
icons 32
introduction 15, 39
logging into remote systems 41
main window overview 30, 150
maxCache devices 30
ribbon 32
Ribbon 30
system requirements 17, 22
modifying tasks 79
monitoring
33,78,81,100,100-102,105-110, 114,
139-140
device properties 81
email notifications
100, 105-106, 108-110
"from" address 106
changing "from" address 106, 109-110
changing SMTP server 106, 109-110
failed test emails 109
modifying recipient information 106, 109
recipient addresses 106
removing recipients 106, 109
setup 106
SMTP server settings 106
test emails 106, 108
Email Notifications Manager 100, 105
event details 101
event log 33, 100

& Microsemi
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monitoring (continued)
options 100
SNMP traps 110
status icons 101, 107
Storage Dashboard 81, 100-102, 139-140
task details 102
task log 33
tasks 78
monitoring tasks 78

N

Native Command Queuing 92
NCQ 92
non-RAID Mode controllers 140-141
non-redundant logical drives 143
notification types
100, 105, 110
email notifications 100, 105
SNMP traps 110

(o)

online help 35
operating system event log 113
operating systems 17

P

partitioning logical drives 43, 47
PHY link rate 93
physical drives
88
verifying and fixing 88
pool hot spares 48-49
power management
67-69
disabling 69
stay awake period 68
timers 67
Properties tab 81
pure HBAs 140-141

R

RAID
60, 143-149

non-redundant logical drives 143
RAID 0 143

RAID 1143

RAID 10 145

RAID 1E 144

RAID 5 146

RAID 50 148

CONFIDENTIAL Document No.: ESC-2160661, Issue 1

158



RAID (continued)
RAID 5EE 147
RAID 6
60, 149
stripe size 60
RAID 60
60, 149
stripe size 60
RAID levels
42,44, 60, 64
changing 60, 64
custom configuration 44
express configuration 42
selecting 44
RAID segments 142
RAW drive 86
RAW state 86
read cache 59
rebuilding (defined) 126
rebuilding logical drives 84, 128
recurring tasks 77
remote systems
38,119-120
adding manually 119
removing 120
renaming logical drives 58
rescanning controllers 91-92
Resources View 34, 103
ribbon
32,41, 58-59, 63-64, 89-90, 92, 128
Add system 41
Change logical device name 58
Configure disk drive cache 90
Configure global disk drive cache 89
Configure read cache 59
Expand or change logical device 63—64
overview 32
Rescan 92
Save support archive 128
Ribbon 30

S

Scheduled (task status) 78
scheduling tasks
62,77,79
rescheduling 79
supported tasks
62
verifying with fix 62
tasks you can schedule 77
secure erase 88
segments 55, 142
Selectable performance modes 60
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Self-Monitoring Analysis and Reporting Technology
(SMART) 104
Server Template File 115
silencing alarm
91
system-level 91
silent installation
130-131
switches, properties, and values 130-131
Skip Initialization method 127
SMART statistics 104
SMI-S provider 16, 20
SMTP server 106, 109-110
SNMP traps 110
Solaris
40
starting the Agent 40
spares, See hot spares
statistics counters
113
resetting 113
statistics logging
76,111-113
counters 113
enabling 111
viewing 76, 111-112
Statistics Viewer 76, 111-112
status 33-34
See also monitoring
enclosures 34
event log 33
task log 33
See also monitoring
status icons
101, 107
main window 101, 107
Storage Dashboard 81, 100-102, 139-140
storage space
14,18
examples 18
stripe size
60
changing 60
support archive file 128
system requirements 17, 22
systems
38,81
local systems 38
properties 81
remote systems 38

T

task log 33
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tasks
77-80

deleting 80

missed start times 79

modifying 79

monitoring 78

recurring 77

scheduling 77
temperature status 34, 103-104, 141
terminology 14

U

uninitializing disk drives 86—87
updating firmware 94, 97-98

& Microsemi

Power Matters.”

\"

verifying and fixing logical drives 60, 62, 128
verifying and fixing physical drives 88
verifying logical drives
61-62
automatic verification 61
background verification 62
manual verification 62

w

Windows
40
starting the Agent 40
write cache 59
write-back 59
write-through 59
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